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    Este documento especifica un protocolo de normas de Internet para la  
    Comunidad de Internet, y solicita debate y sugerencias para  
    Mejoras. Por favor refiérase a la edición actual del "Internet  
    Normas Oficiales de Protocolo "(STD 1) para la normalización de estado  
    Y la situación de este protocolo. La distribución de este memo es ilimitada.  
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 Resumen  
 
    En este documento se analiza la Border Gateway Protocol (BGP), que es  
    Interinstitucional del Sistema Autónomo de protocolos de enrutamiento.  
 
    La función principal de un sistema de habla BGP es una red de intercambio  
    Accesibilidad de información con otros sistemas BGP. Esta red  
    Accesibilidad de información incluye información sobre la lista de  
    Sistemas Autónomos (ASes), que atraviesa la información asequibles.  
    Esta información es suficiente para la construcción de un gráfico de AS  
    Conectividad para este accesibilidad de los bucles de enrutamiento que pueden ser  
    Podadas, y, en el nivel AS, algunas decisiones de política puede ser implementado.  
 
    BGP-4 proporciona un conjunto de mecanismos para apoyar el Classless Inter -  
    Domain Routing (CIDR). Estos mecanismos incluyen el apoyo a  
    Publicidad en un conjunto de destinos de la propiedad intelectual como un prefijo, y la eliminación de  
    El concepto de red de "clase" dentro de BGP. BGP-4 también introduce  
    Mecanismos que permiten la agregación de rutas, incluyendo la agregación de  
    AS caminos.  
 
    Este documento obsoletes RFC 1771.  
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 1. Introducción  
 
    El Border Gateway Protocol (BGP) es un sistema de inter-Autónoma  
    Protocolos de enrutamiento.  
 
    La función principal de un sistema de habla BGP es una red de intercambio  
    Accesibilidad de información con otros sistemas BGP. Esta red  
    Accesibilidad de información incluye información sobre la lista de  
    Sistemas Autónomos (ASes), que atraviesa la información asequibles.  
    Esta información es suficiente para la construcción de un gráfico de AS  
    Conectividad para este asequibles, de la que puede ser bucles de enrutamiento  
    Podadas y, en el nivel AS, algunas decisiones de política puede ser implementado.  
 
    BGP-4 proporciona un conjunto de mecanismos para apoyar el Classless Inter -  
    Domain Routing (CIDR) [RFC1518, RFC1519]. Estos mecanismos incluyen  
    Apoyo a la publicidad una serie de destinos como de la propiedad intelectual y el prefijo  
    Eliminar el concepto de red de "clase" dentro de BGP. BGP-4 también  
    Introduce mecanismos que permiten la agregación de rutas, incluyendo  
    AS agregación de los caminos.  
 
    Enrutamiento de la información intercambiada a través de BGP apoya sólo el destino -  
    Paradigma basado en la transmisión, lo que supone que un router envía una  
    De paquetes basado únicamente en la dirección de destino en el período de investigación a cargo  
    Cabecera de la bolsa. Esto, a su vez, refleja el conjunto de la política  
    Decisiones que pueden (y no pueden) ser ejecutada usando BGP. BGP puede  
    Sólo las políticas de apoyo conforme a un destino de base  
    Reenvío de paradigma.  
 
 1,1. Definición de términos de uso común  
 
    Esta sección proporciona definiciones de términos que tienen un específico  
    Significado al protocolo BGP, y que se utilizan en todo el texto.  
 
    Adj-RIB-In  
       El aj-neumáticas-En estado natural contiene información de enrutamiento que ha  
       Se anuncian a los locales BGP orador por sus compañeros.  
 
    Adj-RIB-Out  
       El aj-neumáticas de salida contiene las rutas de la publicidad a determinadas  
       Compañeros por medio de los locales del orador UPDATE mensajes.  
 
    Sistema Autónomo (AS)  
       La definición clásica de un Sistema Autónomo es un conjunto de routers  
       Bajo una única administración técnica, la utilización de un gateway interior  
       Protocolo (IGP) y la métrica común para determinar la forma de ruta  
       Paquetes en el AS, y utilizando una inter-AS protocolo de enrutamiento  
       Determinar la manera de ruta de los paquetes a otros ASes. Desde este clásico  
       Definición se desarrolló, se ha hecho común para una sola AS a  
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       Utilizar varios IGPs y, en ocasiones, varios juegos de cifras dentro de un  
       AS. El uso de la expresión autónoma del sistema destaca el hecho de que,  
       Incluso cuando varios IGPs y se utilizan las cifras, la administración  
       De un AS otros ASes parece tener un único y coherente interior  
       Plan de enrutamiento, y presenta un panorama de la  
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       Que los destinos son accesibles a través de él.  
 
    BGP Identifier  
       A 4-octeto entero sin signo que indica el identificador de BGP  
       El remitente de los mensajes BGP. Un orador dado BGP establece el valor de  
       Su BGP Identifier a una dirección IP asignada a ese BGP orador.  
       El valor de la BGP Identifier se determina cuando se inicia y se  
       El mismo para todos los locales de la interfaz y los pares BGP.  
 
    BGP orador  
       Un router que implementa BGP.  
 
    EBGP  
       Exteriores BGP (BGP conexión entre pares externos).  
 
    Pares externos  
       Peer que está en otra comunidad autónoma que el sistema local  
       Sistema.  
 
    Factible ruta  
       Una ruta anunciado que se encuentra disponible para su utilización por el destinatario.  
 
    IBGP  
       Interior BGP (BGP interno de conexión entre pares).  
 
    Interna pares  
       Peer que se encuentra en el mismo sistema Autónoma como el sistema local.  
 
    IGP  
       Protocolo de Gateway Interior - un protocolo de enrutamiento utilizada para el intercambio  
       Información de enrutamiento entre los routers dentro de una misma comunidad autónoma  
       Sistema.  
 
    Loc-RIB  
       El Loc-RIB contiene las rutas que se han seleccionado por el  
       BGP local del orador Proceso de Decisión.  
 
    NLRI  
       Capa de red asequibles información.  
 
    Ruta  
       Una unidad de información que un grupo de pares con los destinos  
       Atributos de un camino a los destinos. El conjunto de  
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       Destinos son sistemas cuyas direcciones IP se encuentran en una  
       Prefijo de la dirección IP en la Red llevadas Layer Reachability  
       Información (NLRI) sobre el terreno de un mensaje UPDATE. El camino es el  
       Información reportada en el camino atributos de la misma materia  
       UPDATE mensaje.  
 
    RIB  
       Base de información de enrutamiento.  
 
    Inviable ruta  
       Una posible ruta previamente anunciados que ya no está disponible  
       Para su uso.  
 
 1,2. Especificación de Requisitos  
 
    Las palabras clave "DEBE", "NO DEBE", "REQUERIDO", "DEBERÁ", "NO",  
    "DEBE", "NO DEBE", "recomendada", "MAYO", y "OPCIONAL" en este  
    Documento se han de interpretar como se describe en el RFC 2119 [RFC2119].  



 

 
   5 de 79 

 

 
 2. Agradecimientos  
 
    Este documento fue publicado originalmente como [RFC1267], en octubre de 1991,  
    Conjuntamente por Kirk Lougheed y Yakov Rekhter.  
 
    Queremos expresar nuestro agradecimiento a Guy Almes, Len Bosack, y  
    Jeffrey C. Honig por sus contribuciones a la versión anterior  
    (BGP-1) de este documento.  
 
    Nos gustaría reconocer especialmente las contribuciones de numerosos  
    Dennis Ferguson a la versión anterior de este documento.  
 
    Nos gustaría agradecer explícitamente Bob Braden para el examen de la  
    Versión anterior (BGP-2) de este documento, y por su constructiva  
    Y valiosos comentarios.  
 
    También queremos dar las gracias a Bob Hinden, Director de enrutamiento de la  
    Grupo de Dirección de Ingeniería de Internet, y el equipo de los encuestados que  
    Reunido para examinar la versión anterior (BGP-2) de este documento.  
    Este equipo, integrado por Deborah Estrin, Milo Medin, Juan Moy, Radia  
    Perlman, Martha Steenstrup, Mike St Johns, y Paul Tsuchiya, actuó  
    Con una fuerte combinación de la tenacidad, profesionalismo, y  
    Cortesía.  
 
    Algunas secciones del documento prestado en gran medida de IDRP  
    [IS10747], que es la contrapartida de las inspecciones in situ BGP. Para ello, el crédito  
    Deben tenerse en cuenta las normas ANSI X3S3.3 grupo presidido por Lyman Chapin y  
    A Charles Kunzinger, que era el editor de IDRP dentro de ese grupo.  
 Rekhter, et al. Normas Track [Página 6]  
  
 RFC 4271 BGP-4 Enero 2006  
    También queremos dar las gracias a Benjamín Abarbanel, Enke Chen, Edward  
    Crabbe, Mike Craren, Vicente Gillet, Eric Gray, Jeffrey Haas, Dimitry  
    Haskin, Stephen Kent, John Krawczyk, David LeRoy, Dan Massey,  
    Jonathan Natale, Dan Pei, Mathew Richardson, John Scudder, John  
    Stewart III, Dave Thaler, Paul Traina, Russ White, Curtis Villamizar,  
    Y Alex Zinin por sus comentarios.  
 
    Nos gustaría reconocer especialmente Andrew Lange por su ayuda en  
    La preparación de la versión final de este documento.  
 
    Por último, queremos agradecer a todos los miembros de la IDR de Trabajo  
    Grupo para sus ideas y el apoyo que han prestado a esta  
    Documento.  
 
 3. Resumen de la Operación  
 
    El Border Gateway Protocol (BGP) es un sistema de inter-Autónoma  
    Protocolos de enrutamiento. Se basa en la experiencia adquirida con el EGP (como  
    Se definen en el [RFC904]) y EGP en el uso del backbone NSFNET (como  
    Se describe en [RFC1092] y [RFC1093]). Para más relacionados con BGP  
    Información, véase [RFC1772], [RFC1930], [RFC1997], y [RFC2858].  
 
    La función principal de un sistema de habla BGP es una red de intercambio  
    Accesibilidad de información con otros sistemas BGP. Esta red  
    Accesibilidad de información incluye información sobre la lista de  
    Sistemas Autónomos (ASes), que atraviesa la información asequibles.  
    Esta información es suficiente para la construcción de un gráfico de AS  
    Conectividad, de la que los bucles de enrutamiento puede ser podadas, y, en el AS  
    Nivel, algunas decisiones de política puede ser implementado.  
 
    En el contexto de este documento, asumimos que un orador BGP  
    Anuncia a sus compañeros sólo las rutas que utiliza la propia (en  
    Este contexto, un BGP orador se dice que "usar" una ruta BGP si es el  
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    La mayoría prefiere la ruta BGP y se utiliza en la transmisión). Todos los demás casos  
    Están fuera del alcance de este documento.  
 
    En el contexto de este documento, el término "dirección IP" se refiere a un  
    Dirección IP versión 4 [RFC791].  
 
    Enrutamiento de la información intercambiada a través de BGP apoya sólo el destino -  
    Paradigma basado en la transmisión, lo que supone que un router envía una  
    De paquetes basado únicamente en la dirección de destino en el período de investigación a cargo  
    Cabecera de la bolsa. Esto, a su vez, refleja el conjunto de la política  
    Decisiones que pueden (y no pueden) ser ejecutada usando BGP. Tenga en cuenta que  
    Algunas políticas no pueden ser apoyadas por un destino basado en la transmisión  
    Paradigma, y por lo tanto requieren de técnicas tales como el enrutamiento de origen (aka  
    Explícita de enrutamiento), que se hacen cumplir. Estas políticas no pueden ser forzadas  
    Ya sea usando BGP. Por ejemplo, BGP no permite enviar a un AS  
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    Tráfico a un vecino como para el reenvío a algunos destinos  
    (Pero accesible a través de), más allá de que vecinos AS, la intención de que  
    El tráfico de tomar una ruta diferente a la adoptada por el tráfico  
    Originarios de la vecina AS (para el mismo destino). El  
    Por otra parte, BGP puede apoyar cualquier política que se ajuste a la  
    Destino basado en el reenvío de paradigma.  
 
    BGP-4 ofrece un nuevo conjunto de mecanismos para apoyar Classless  
    Inter-Domain Routing (CIDR) [RFC1518, RFC1519]. Estos mecanismos  
    Incluir el apoyo a la publicidad una serie de destinos como un prefijo IP  
    Y eliminar el concepto de una red de "clase" dentro de BGP. BGP-4  
    También introduce mecanismos que permiten la agregación de rutas,  
    Incluyendo la agregación de AS caminos.  
 
    En este documento se utiliza el término `Autónoma sistema '(AS) de todo. El  
    Definición clásica de un Sistema Autónomo es un conjunto de routers bajo  
    Una única administración técnica, la utilización de un protocolo de pasarela interior  
    (IGP) y la métrica común para determinar la forma de paquetes dentro de la ruta  
    AS, y utilizando una inter-AS protocolo de enrutamiento para determinar la forma de ruta  
    Paquetes a otros ASes. Desde esta definición clásica se desarrolló,  
    Se ha convertido en común para un único uso como a varios IGPs y,  
    A veces, varios juegos de cifras dentro de un AS. El uso de la expresión  
    Sistema Autónoma destaca el hecho de que, aun cuando varios IGPs y  
    Los indicadores utilizados, la administración de un AS parece a otros ASes  
    A tener un único y coherente de enrutamiento interiores y presenta un plan  
    Imagen coherente de los destinos que son accesibles a través de él.  
 
    BGP utiliza TCP [RFC793] como su protocolo de transporte. Esto elimina la  
    Necesidad de aplicar explícita actualización fragmentación, la retransmisión,  
    Reconocimiento, y la secuencia. BGP escucha en el puerto TCP 179. El  
    Notificación de error en el mecanismo utilizado BGP asume que apoya una TCP  
    "Gracioso" cerca (es decir, que todos los datos pendientes se entregarán  
    Antes de la conexión se cierra).  
 
    Una conexión TCP se forma entre dos sistemas. Ellos intercambio  
    Mensajes para abrir y confirmar los parámetros de conexión.  
 
    El flujo inicial de los datos es la parte de la tabla de enrutamiento BGP que se  
    Permitido por la política de exportación, llamado el Adj-Ribs de salida (véase 3.2).  
    Actualizaciones incrementales son enviados como las tablas de cambio. ¿BGP  
    No requieren un periódico de actualización de la tabla de enrutamiento. Para permitir local  
    Los cambios en las políticas correctas para que el efecto sin reiniciar cualquier BGP  
    Conexiones, un orador DEBE BGP (a) mantener el actual  
    Versión de las rutas que le anuncian todos sus compañeros de la  
    Duración de la conexión, o (b) hacer uso de las carreteras Actualizar  
    Extensión [RFC2918].  
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    KEEPALIVE mensajes pueden ser enviados periódicamente para asegurar que la  
    Conexión es vivir. NOTIFICACIÓN mensajes se envían en respuesta a  
    Errores o condiciones especiales. Si una conexión encuentre un error  
    Condición, un mensaje se envía la notificación y la conexión se  
    Cerrado.  
 
    A pares en otro AS se menciona como externa por pares, mientras que un  
    Pares de la misma como se denomina interno entre pares. Interior BGP  
    Y externos BGP son comúnmente abreviado como IBGP y EBGP.  
 
    Si un particular tiene múltiples AS BGP oradores y está proporcionando tránsito  
    ASes servicio de los demás, entonces se debe tener cuidado para asegurar una  
    Opinión de encaminamiento en el AS. Una opinión de la  
    Rutas interiores de la AS es proporcionado por el inspector general de policía usan en la AS.  
    A los efectos del presente documento, se supone que un  
    Vista de las rutas exteriores a la AS es provista por tener todos BGP  
    Oradores en el AS IBGP mantener entre sí.  
 
    En este documento se especifica el comportamiento de la base de protocolo BGP. Este  
    Comportamiento puede ser, y es, por extensión modificado el pliego de condiciones. Cuando  
    Se amplía el protocolo, el nuevo comportamiento está plenamente documentado en el  
    Extensión especificaciones.  
 
 3,1. Rutas: Publicidad y Almacenamiento  
 
    A los efectos del presente protocolo, una ruta se define como una unidad de  
    Información que pares un conjunto de los destinos con los atributos de un  
    Camino a los destinos. El conjunto de los destinos son los sistemas de  
    Cuyas direcciones IP están contenidas en una dirección IP que es el prefijo  
    A cargo de la Red de Información Layer Reachability (NLRI) campo de la  
    Una sentencia UPDATE mensaje, y el camino es la información reportada en el  
    Camino atributos ámbito de la misma UPDATE mensaje.  
 
    Las rutas se anuncian entre los oradores en BGP UPDATE mensajes.  
    Múltiples rutas que tienen el mismo camino atributos pueden ser objeto de publicidad  
    UPDATE en un único mensaje mediante la inclusión de múltiples prefijos en el NLRI  
    Ámbito de la ACTUALIZACIÓN mensaje.  
 
    Las rutas se almacenan en el Routing Information Bases (neumáticas): a saber,  
    El Adj-neumáticas-A, el Loc-RIB, y el Adj-neumáticas de salida, como se describe en el  
    Sección 3,2.  
 
    Si un hablante BGP elige para anunciar una ruta previamente recibidas,  
    MAYO añadir, o modificar, el camino atributos de la ruta antes de  
    Publicidad a un compañero.  
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    BGP establece mecanismos por los cuales un BGP orador puede informar a sus pares  
    Que una ruta previamente anunciada ya no está disponible para su uso.  
    Hay tres métodos por los que una determinada BGP orador puede indicar  
    Una ruta que se ha retirado de servicio:  
 
       A) la propiedad intelectual prefijo que expresa el destino de antes  
          Publicidad ruta pueden ser objeto de publicidad en la RETIRADO RUTAS  
          Campo en el mensaje UPDATE, con lo que marca la ruta de asociados  
          Como ya no está disponible para su uso,  
 
       B) la sustitución de ruta con el mismo NLRI pueden ser objeto de publicidad, o  
 
       C) la conexión BGP orador puede ser cerrado, lo que implícitamente  
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          Elimina todas las rutas la par de los oradores anunciados para cada  
          Otro de servicio.  
 
    Cambiar el atributo (s) de una ruta se realiza por el anuncio de una  
    Sustitución de ruta. La sustitución de ruta lleva nuevo (modificado)  
    Atributos y tiene la misma dirección como prefijo de la ruta original.  
 
 3,2. Base de información de enrutamiento  
 
    La Base de información de enrutamiento (RIB) dentro de un orador consiste en BGP  
    Tres partes distintas:  
 
       A) aj-neumáticas-En: La Adj-neumáticas-En tiendas de enrutamiento de la información adquirida  
          ACTUALIZACIÓN de los mensajes entrantes que se han recibido de otros BGP  
          Oradores. Sus contenidos representan las rutas que están disponibles  
          Como insumo para el proceso de decisión.  
 
       B) Loc-RIB: El Loc-RIB contiene la información de enrutamiento local de la  
          BGP orador seleccionados por su aplicación de las políticas locales a la  
          Enrutamiento de la información contenida en su Adj-neumáticas-A. Estos son  
          Las rutas que serán utilizadas por el local BGP orador. El  
          Próximo salto para cada una de estas rutas SE DEBE resolver a través de la  
          BGP local del orador Tabla de enrutamiento.  
 
       C) Adj-neumáticas-Out: El Adj-neumáticas de salida almacena la información local de BGP  
          Orador elegido para el anuncio a sus compañeros. El encaminamiento  
          La información almacenada en el Adj-neumáticas de salida será ejecutado en el  
          BGP local del orador UPDATE mensajes y publicidad a su  
          Compañeros.  
 
    En resumen, el Adj-neumáticas-En estado natural contiene información de enrutamiento  
    Que se ha anunciado a los locales BGP orador por sus compañeros de la  
    Loc-RIB contiene las rutas que han sido seleccionados por el local de BGP  
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    Proceso de decisión del orador, y el Adj-neumáticas-Out organiza las rutas  
    De la publicidad a determinados compañeros (por medio de los locales del orador  
    UPDATE mensajes).  
 
    Aunque el modelo conceptual distingue entre Adj-neumáticas-A,  
    Loc-RIB, y Adj-neumáticas de salida, esto no implica ni exige que un  
    Aplicación debe mantener tres copias de la ruta  
    Información. La elección de la aplicación (por ejemplo, 3 copias de  
    La información vs 1 copia con punteros) no está limitada por la  
    Protocolo.  
 
    Que la información de enrutamiento de BGP altavoz utiliza para reenviar paquetes (o  
    Para construir el cuadro que se utilizará para la transmisión de paquetes de reenvío)  
    Mantenerse en la Tabla de enrutamiento. La tabla de enrutamiento se acumula  
    Rutas conectadas directamente a las redes, rutas, rutas aprendidas  
    De la IGP protocolos, y aprendido de las rutas BGP. El hecho de que un  
    BGP ruta específica se debe instalar en la Tabla de enrutamiento, y  
    Si una ruta BGP debe anular una ruta con el mismo destino  
    Instalado por otra vía, es una decisión de política local, y no es  
    Especificado en este documento. Además de la transmisión de paquetes de reales,  
    La Tabla de enrutamiento se utiliza para la resolución de la siguiente direcciones-hop  
    Especificado en las actualizaciones BGP (véase la Sección 5.1.3).  
 
 4. Mensaje Formatos  
 
    En esta sección se describen los formatos de mensaje utilizados por BGP.  
 
    BGP mensajes son enviados a través de conexiones TCP. Un mensaje se procesa  
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    Sólo después de que es totalmente recibido. El tamaño máximo de mensaje es 4096  
    Octetos. Todas las implementaciones son necesarias para apoyar a este máximo  
    Tamaño del mensaje. El mensaje más pequeños que pueden ser enviados consiste en una  
    BGP cabecera sin una porción de datos (19 octetos).  
 
    Todos los multi-octeto campos son orden de bytes de red.  
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 4,1. Formato de cabecera de mensaje  
 
    Cada mensaje tiene un tamaño fijo de cabecera. No puede ser o no una base de datos  
    Parte a raíz de la cabecera, en función del tipo de mensaje. El  
    Diseño de estos campos se muestran a continuación:  
 
       0 1 2 3  
       0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1  
       +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+- +-+-+-+-+-+-+-+  
       | |  
       + +  
       | |  
       + +  
       | Marcador |  
       + +  
       | |  
       +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+- +-+-+-+-+-+-+-+  
       | Longitud | Tipo |  
       +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+  
 
       Marcador:  
 
          Este campo de 16 octeto se incluye por compatibilidad, que deberá ser  
          Conjunto a todos.  
 
       Longitud:  
 
          2-Este octeto entero sin signo indica la longitud total de la  
          Mensaje, incluido el encabezado en octetos. De este modo, permite una  
          Para localizar el (marcador de campo de los) siguiente mensaje en el protocolo TCP  
          Arroyo. El valor de la longitud de campo DEBE ser siempre, al menos,  
          19 y no mayor de 4096, y PUEDE ser aún más limitada,  
          Dependiendo del tipo de mensaje. "Relleno" de los datos extra después  
          El mensaje no está permitido. Por lo tanto, el campo Longitud DEBE  
          Han requerido el menor valor, teniendo en cuenta el resto de la  
          Mensaje.  
 
       Tipo:  
 
          1-Este octeto entero sin signo indica el tipo de código de la  
          Mensaje. El presente documento define el tipo de los códigos siguientes:  
 
                               1 - ABIERTO  
                               2 - UPDATE  
                               3 - NOTIFICACIÓN  
                               4 - KEEPALIVE  
 
          [RFC2918] define un tipo de código más.  
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 4,2. Mensaje formato abierto  
 
    Después de una conexión TCP se establece, el primer mensaje enviado por cada  
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    OPEN lado es un mensaje. Si el mensaje es aceptable OPEN, un  
    KEEPALIVE mensaje confirmando la OPEN es enviado de vuelta.  
 
    Además de las de tamaño fijo BGP cabecera, el mensaje contiene OPEN  
    Los siguientes campos:  
 
        0 1 2 3  
        0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1  
        +-+-+-+-+-+-+-+-+  
        | Versión |  
        +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+  
        | Mi Autónoma Sistema |  
        +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+  
        | Hold Time |  
        +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+- +-+-+-+-+-+-+-+  
        | BGP Identifier |  
        +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+- +-+-+-+-+-+-+-+  
        | Opt Parm Len |  
        +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+- +-+-+-+-+-+-+-+  
        | |  
        | Facultativo parámetros (variable) |  
        | |  
        +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+- +-+-+-+-+-+-+-+  
 
       Versión:  
 
          1-Este octeto entero sin signo indica la versión de protocolo  
          Número del mensaje. El actual número de versión es BGP 4.  
 
       Mi sistema autónomo:  
 
          2-Este octeto entero sin signo indica el Sistema Autónomo  
          Número del remitente.  
 
       Mantenga Hora:  
 
          2-Este octeto entero sin signo indica el número de segundos  
          El remitente se propone para el valor de la Retención Timer. Al  
          La recepción de un mensaje OPEN, un orador BGP deberá calcular el  
          Mantenga el valor de temporizador usando el más pequeño de sus configurado  
          Mantenga el tiempo y Hold Time recibió en el mensaje OPEN. El  
          Tiempo de celebrar DEBE ser cero o al menos tres segundos. Un  
          MAYO rechazar conexiones de la aplicación sobre la base de la Retener  
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          Tiempo. El valor calculado indica el número máximo de  
          Segundos que puede transcurrir entre la recepción de las sucesivas  
          KEEPALIVE y / o UPDATE mensajes del remitente.  
 
       BGP Identifier:  
 
          Este 4-octeto entero sin signo indica el Identificador de BGP  
          Del remitente. Un orador dado BGP establece el valor de su BGP  
          Identifier a una dirección IP que se asigna a que BGP  
          Orador. El valor de la BGP Identifier está decidido a  
          De arranque y es el mismo para todos los locales de la interfaz y los pares BGP.  
 
       Parámetros opcionales Duración:  
 
          1-Este octeto entero sin signo indica la longitud total de la  
          Opcional Parámetros de campo en octetos. Si el valor de esta  
          Campo es cero, no están presentes parámetros opcionales.  
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       Opcional Parámetros:  
 
          Este campo contiene una lista de parámetros opcionales, en el que  
          Cada parámetro se codifica como un <Parámetro Tipo, Parámetro  
          Longitud, Parámetro Valor> triplete.  
 
          0 1  
          0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5  
          +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-...  
          | Parm. Tipo | Parm. Longitud | Parámetro Valor (variable)  
          +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-...  
 
          Tipo parámetro es un campo de un octeto que sin ambigüedades  
          Identifica a los distintos parámetros. Largo es un parámetro de un  
          Octeto campo que contiene la longitud de la Parámetro Valor  
          Campo en octetos. Parámetro Valor es un campo de longitud variable  
          Que se interpreta de acuerdo con el valor del parámetro  
          Tipo de campo.  
 
          [RFC3392] define las capacidades opcionales de parámetros.  
 
    El periodo mínimo de los OPEN mensaje es de 29 octetos (incluida la  
    Cabecera del mensaje).  
 
 4,3. Actualización formato del mensaje  
 
    UPDATE mensajes que se utiliza para transferir información de enrutamiento entre BGP  
    Compañeros. La información contenida en el mensaje UPDATE se puede utilizar para  
    Construir un gráfico que describe las relaciones de los diversos  
    Sistemas Autónomos. Mediante la aplicación de las normas que se debatirán, para las rutas  
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    Información bucles y algunas otras anomalías pueden ser detectadas y  
    Eliminado de enrutamiento inter-AS.  
 
    Un mensaje UPDATE se utiliza para anunciar posibles rutas que comparten  
    Camino común atribuye a un compañero, o de retirar múltiples inviable  
    Rutas de servicio (véase el punto 3.1). Un mensaje UPDATE MAYO simultáneamente  
    Anunciar una ruta viable y factible retirar múltiples rutas  
    Del servicio. UPDATE El mensaje incluye el siempre de tamaño fijo BGP  
    Cabecera, y también incluye los otros campos, como se muestra a continuación (tenga en cuenta,  
    Muestra algunos de los campos pueden no estar presentes en cada mensaje UPDATE):  
 
       +------------------------------------------------- ----+  
       | Retirada Rutas Longitud (2 octetos) |  
       +------------------------------------------------- ----+  
       |   Withdrawn Routes (variable)                       |  
       +------------------------------------------------- ----+  
       |   Total Path Attribute Length (2 octets)            |  
       +------------------------------------------------- ----+  
       |   Path Attributes (variable)                        |  
       +------------------------------------------------- ----+  
       |   Network Layer Reachability Information (variable) |  
       +------------------------------------------------- ----+  
 
       Withdrawn Routes Length:  
 
          This 2-octets unsigned integer indicates the total length of  
          the Withdrawn Routes field in octets. Its value allows the  
          length of the Network Layer Reachability Information field to  
          be determined, as specified below.  
 
          A value of 0 indicates that no routes are being withdrawn from  
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          service, and that the WITHDRAWN ROUTES field is not present in  
          this UPDATE message.  
 
       Withdrawn Routes:  
 
          This is a variable-length field that contains a list of IP  
          address prefixes for the routes that are being withdrawn from  
          service. Each IP address prefix is encoded as a 2-tuple of the  
          form <length, prefix>, whose fields are described below:  
 
                   +---------------------------+  
                   |   Length (1 octet)        |  
                   +---------------------------+  
                   |   Prefix (variable)       |  
                   +---------------------------+  
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          The use and the meaning of these fields are as follows:  
 
          a) Length:  
 
             The Length field indicates the length in bits of the IP  
             address prefix. A length of zero indicates a prefix that  
             matches all IP addresses (with prefix, itself, of zero  
             octets).  
 
          b) Prefix:  
 
             The Prefix field contains an IP address prefix, followed by  
             the minimum number of trailing bits needed to make the end  
             of the field fall on an octet boundary. Note that the value  
             of trailing bits is irrelevant.  
 
       Total Path Attribute Length:  
 
          This 2-octet unsigned integer indicates the total length of the  
          Path Attributes field in octets. Its value allows the length  
          of the Network Layer Reachability field to be determined as  
          specified below.  
 
          A value of 0 indicates that neither the Network Layer  
          Reachability Information field nor the Path Attribute field is  
          present in this UPDATE message.  
 
       Path Attributes:  
 
          A variable-length sequence of path attributes is present in  
          every UPDATE message, except for an UPDATE message that carries  
          only the withdrawn routes. Each path attribute is a triple  
          <attribute type, attribute length, attribute value> of variable  
          length.  
 
          Attribute Type is a two-octet field that consists of the  
          Attribute Flags octet, followed by the Attribute Type Code  
          octet.  
 
                0                   1  
                0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5  
                +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+  
                |  Attr. Flags  |Attr. Type Code|  
                +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+  
 
          The high-order bit (bit 0) of the Attribute Flags octet is the  



 

 
   13 de 79 

 

          Optional bit. It defines whether the attribute is optional (if  
          set to 1) or well-known (if set to 0).  
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          The second high-order bit (bit 1) of the Attribute Flags octet  
          is the Transitive bit. It defines whether an optional  
          attribute is transitive (if set to 1) or non-transitive (if set  
          to 0).  
 
          For well-known attributes, the Transitive bit MUST be set to 1.  
          (See Section 5 for a discussion of transitive attributes.)  
 
          The third high-order bit (bit 2) of the Attribute Flags octet  
          is the Partial bit. It defines whether the information  
          contained in the optional transitive attribute is partial (if  
          set to 1) or complete (if set to 0). For well-known attributes  
          and for optional non-transitive attributes, the Partial bit  
          MUST be set to 0.  
 
          The fourth high-order bit (bit 3) of the Attribute Flags octet  
          is the Extended Length bit. It defines whether the Attribute  
          Length is one octet (if set to 0) or two octets (if set to 1).  
 
          The lower-order four bits of the Attribute Flags octet are  
          unused. They MUST be zero when sent and MUST be ignored when  
          received.  
 
          The Attribute Type Code octet contains the Attribute Type Code.  
          Currently defined Attribute Type Codes are discussed in Section  
          5.  
 
          If the Extended Length bit of the Attribute Flags octet is set  
          to 0, the third octet of the Path Attribute contains the length  
          of the attribute data in octets.  
 
          If the Extended Length bit of the Attribute Flags octet is set  
          to 1, the third and fourth octets of the path attribute contain  
          the length of the attribute data in octets.  
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          The remaining octets of the Path Attribute represent the  
          attribute value and are interpreted according to the Attribute  
          Flags and the Attribute Type Code. The supported Attribute  
          Type Codes, and their attribute values and uses are as follows:  
 
          a) ORIGIN (Type Code 1):  
 
             ORIGIN is a well-known mandatory attribute that defines the  
             origin of the path information. The data octet can assume  
             the following values:  
 
                Value      Meaning  
 
                0         IGP - Network Layer Reachability Information  
                             is interior to the originating AS  
 
                1         EGP - Network Layer Reachability Information  
                             learned via the EGP protocol [RFC904]  
 
                2         INCOMPLETE - Network Layer Reachability  
                             Information learned by some other means  
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             Usage of this attribute is defined in 5.1.1.  
 
          b) AS_PATH (Type Code 2):  
 
             AS_PATH is a well-known mandatory attribute that is composed  
             of a sequence of AS path segments. Each AS path segment is  
             represented by a triple <path segment type, path segment  
             length, path segment value>.  
 
             The path segment type is a 1-octet length field with the  
             following values defined:  
 
                Value      Segment Type  
 
                1         AS_SET: unordered set of ASes a route in the  
                             UPDATE message has traversed  
 
                2         AS_SEQUENCE: ordered set of ASes a route in  
                             the UPDATE message has traversed  
 
             The path segment length is a 1-octet length field,  
             containing the number of ASes (not the number of octets) in  
             the path segment value field.  
 
             The path segment value field contains one or more AS  
             numbers, each encoded as a 2-octet length field.  
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             Usage of this attribute is defined in 5.1.2.  
 
          c) NEXT_HOP (Type Code 3):  
 
             This is a well-known mandatory attribute that defines the  
             (unicast) IP address of the router that SHOULD be used as  
             the next hop to the destinations listed in the Network Layer  
             Reachability Information field of the UPDATE message.  
 
             Usage of this attribute is defined in 5.1.3.  
 
          d) MULTI_EXIT_DISC (Type Code 4):  
 
             This is an optional non-transitive attribute that is a  
             four-octet unsigned integer. The value of this attribute  
             MAY be used by a BGP speaker's Decision Process to  
             discriminate among multiple entry points to a neighboring  
             autonomous system.  
 
             Usage of this attribute is defined in 5.1.4.  
 
          e) LOCAL_PREF (Type Code 5):  
 
             LOCAL_PREF is a well-known attribute that is a four-octet  
             unsigned integer. A BGP speaker uses it to inform its other  
             internal peers of the advertising speaker's degree of  
             preference for an advertised route.  
 
             Usage of this attribute is defined in 5.1.5.  
 
          f) ATOMIC_AGGREGATE (Type Code 6)  
 
             ATOMIC_AGGREGATE is a well-known discretionary attribute of  
             length 0.  
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             Usage of this attribute is defined in 5.1.6.  
 
          g) AGGREGATOR (Type Code 7)  
 
             AGGREGATOR is an optional transitive attribute of length 6.  
             The attribute contains the last AS number that formed the  
             aggregate route (encoded as 2 octets), followed by the IP  
             address of the BGP speaker that formed the aggregate route  
             (encoded as 4 octets). This SHOULD be the same address as  
             the one used for the BGP Identifier of the speaker.  
 
             Usage of this attribute is defined in 5.1.7.  
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       Network Layer Reachability Information:  
 
          This variable length field contains a list of IP address  
          prefixes. The length, in octets, of the Network Layer  
          Reachability Information is not encoded explicitly, but can be  
          calculated as:  
 
                UPDATE message Length - 23 - Total Path Attributes Length  
                - Withdrawn Routes Length  
 
          where UPDATE message Length is the value encoded in the fixed-  
          size BGP header, Total Path Attribute Length, and Withdrawn  
          Routes Length are the values encoded in the variable part of  
          the UPDATE message, and 23 is a combined length of the fixed-  
          size BGP header, the Total Path Attribute Length field, and the  
          Withdrawn Routes Length field.  
 
          Reachability information is encoded as one or more 2-tuples of  
          the form <length, prefix>, whose fields are described below:  
 
                   +---------------------------+  
                   |   Length (1 octet)        |  
                   +---------------------------+  
                   |   Prefix (variable)       |  
                   +---------------------------+  
 
          The use and the meaning of these fields are as follows:  
 
          a) Length:  
 
             The Length field indicates the length in bits of the IP  
             address prefix. A length of zero indicates a prefix that  
             matches all IP addresses (with prefix, itself, of zero  
             octets).  
 
          b) Prefix:  
 
             The Prefix field contains an IP address prefix, followed by  
             enough trailing bits to make the end of the field fall on an  
             octet boundary. Note that the value of the trailing bits is  
             irrelevant.  
 
    The minimum length of the UPDATE message is 23 octets -- 19 octets  
    for the fixed header + 2 octets for the Withdrawn Routes Length + 2  
    octets for the Total Path Attribute Length (the value of Withdrawn  
    Routes Length is 0 and the value of Total Path Attribute Length is  
    0).  
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    An UPDATE message can advertise, at most, one set of path attributes,  
    but multiple destinations, provided that the destinations share these  
    attributes. All path attributes contained in a given UPDATE message  
    apply to all destinations carried in the NLRI field of the UPDATE  
    message.  
    An UPDATE message can list multiple routes that are to be withdrawn  
    from service. Each such route is identified by its destination  
    (expressed as an IP prefix), which unambiguously identifies the route  
    in the context of the BGP speaker - BGP speaker connection to which  
    it has been previously advertised.  
    An UPDATE message might advertise only routes that are to be  
    withdrawn from service, in which case the message will not include  
    path attributes or Network Layer Reachability Information.  
    Conversely, it may advertise only a feasible route, in which case the  
    WITHDRAWN ROUTES field need not be present.  
 
    An UPDATE message SHOULD NOT include the same address prefix in the  
    WITHDRAWN ROUTES and Network Layer Reachability Information fields.  
    However, a BGP speaker MUST be able to process UPDATE messages in  
    this form. A BGP speaker SHOULD treat an UPDATE message of this form  
    as though the WITHDRAWN ROUTES do not contain the address prefix.  
 
 4.4. KEEPALIVE Message Format  
 
    BGP does not use any TCP-based, keep-alive mechanism to determine if  
    peers are reachable. Instead, KEEPALIVE messages are exchanged  
    between peers often enough not to cause the Hold Timer to expire. A  
    reasonable maximum time between KEEPALIVE messages would be one third  
    of the Hold Time interval. KEEPALIVE messages MUST NOT be sent more  
    frequently than one per second. An implementation MAY adjust the  
    rate at which it sends KEEPALIVE messages as a function of the Hold  
    Time interval.  
 
    If the negotiated Hold Time interval is zero, then periodic KEEPALIVE  
    messages MUST NOT be sent.  
 
    A KEEPALIVE message consists of only the message header and has a  
    length of 19 octets.  
 
 4.5. NOTIFICATION Message Format  
 
    A NOTIFICATION message is sent when an error condition is detected.  
    The BGP connection is closed immediately after it is sent.  
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    In addition to the fixed-size BGP header, the NOTIFICATION message  
    contains the following fields:  
 
       0                   1                   2                   3  
       0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1  
       +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+- +-+-+-+-+-+-+-+  
       | Error code    | Error subcode |   Data (variable)             |  
       +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+- +-+-+-+-+-+-+-+  
 
       Error Code:  
 
          This 1-octet unsigned integer indicates the type of  
          NOTIFICATION. The following Error Codes have been defined:  
 
             Error Code       Symbolic Name               Reference  
 
               1         Message Header Error             Section 6.1  
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               2         OPEN Message Error               Section 6.2  
 
               3         UPDATE Message Error             Section 6.3  
 
               4         Hold Timer Expired               Section 6.5  
 
               5         Finite State Machine Error       Section 6.6  
 
               6         Cease                            Section 6.7  
 
       Error subcode:  
 
          This 1-octet unsigned integer provides more specific  
          information about the nature of the reported error. Each Error  
          Code may have one or more Error Subcodes associated with it.  
          If no appropriate Error Subcode is defined, then a zero  
          (Unspecific) value is used for the Error Subcode field.  
 
       Message Header Error subcodes:  
 
                1 - Connection Not Synchronized.  
                2 - Bad Message Length.  
                3 - Bad Message Type.  
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       OPEN Message Error subcodes:  
 
                1 - Unsupported Version Number.  
                2 - Bad Peer AS.  
                3 - Bad BGP Identifier.  
                4 - Unsupported Optional Parameter.  
                5 - [Deprecated - see Appendix A].  
                6 - Unacceptable Hold Time.  
 
       UPDATE Message Error subcodes:  
 
                1 - Malformed Attribute List.  
                2 - Unrecognized Well-known Attribute.  
                3 - Missing Well-known Attribute.  
                4 - Attribute Flags Error.  
                5 - Attribute Length Error.  
                6 - Invalid ORIGIN Attribute.  
                7 - [Deprecated - see Appendix A].  
                8 - Invalid NEXT_HOP Attribute.  
                9 - Optional Attribute Error.  
               10 - Invalid Network Field.  
               11 - Malformed AS_PATH.  
 
       Data:  
 
          This variable-length field is used to diagnose the reason for  
          the NOTIFICATION. The contents of the Data field depend upon  
          the Error Code and Error Subcode. See Section 6 for more  
          details.  
 
          Note that the length of the Data field can be determined from  
          the message Length field by the formula:  
 
                   Message Length = 21 + Data Length  
 
    The minimum length of the NOTIFICATION message is 21 octets  
    (including message header).  
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 5. Path Attributes  
 
    This section discusses the path attributes of the UPDATE message.  
 
    Path attributes fall into four separate categories:  
 
          1. Well-known mandatory.  
          2. Well-known discretionary.  
          3. Optional transitive.  
          4. Optional non-transitive.  
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    BGP implementations MUST recognize all well-known attributes. Some  
    of these attributes are mandatory and MUST be included in every  
    UPDATE message that contains NLRI. Others are discretionary and MAY  
    or MAY NOT be sent in a particular UPDATE message.  
 
    Once a BGP peer has updated any well-known attributes, it MUST pass  
    these attributes to its peers in any updates it transmits.  
 
    In addition to well-known attributes, each path MAY contain one or  
    more optional attributes. It is not required or expected that all  
    BGP implementations support all optional attributes. The handling of  
    an unrecognized optional attribute is determined by the setting of  
    the Transitive bit in the attribute flags octet. Paths with  
    unrecognized transitive optional attributes SHOULD be accepted. If a  
    path with an unrecognized transitive optional attribute is accepted  
    and passed to other BGP peers, then the unrecognized transitive  
    optional attribute of that path MUST be passed, along with the path,  
    to other BGP peers with the Partial bit in the Attribute Flags octet  
    set to 1. If a path with a recognized, transitive optional attribute  
    is accepted and passed along to other BGP peers and the Partial bit  
    in the Attribute Flags octet is set to 1 by some previous AS, it MUST  
    NOT be set back to 0 by the current AS. Unrecognized non-transitive  
    optional attributes MUST be quietly ignored and not passed along to  
    other BGP peers.  
 
    New, transitive optional attributes MAY be attached to the path by  
    the originator or by any other BGP speaker in the path. If they are  
    not attached by the originator, the Partial bit in the Attribute  
    Flags octet is set to 1. The rules for attaching new non-transitive  
    optional attributes will depend on the nature of the specific  
    attribute. The documentation of each new non-transitive optional  
    attribute will be expected to include such rules (the description of  
    the MULTI_EXIT_DISC attribute gives an example). All optional  
    attributes (both transitive and non-transitive), MAY be updated (if  
    appropriate) by BGP speakers in the path.  
 
    The sender of an UPDATE message SHOULD order path attributes within  
    the UPDATE message in ascending order of attribute type. The  
    receiver of an UPDATE message MUST be prepared to handle path  
    attributes within UPDATE messages that are out of order.  
 
    The same attribute (attribute with the same type) cannot appear more  
    than once within the Path Attributes field of a particular UPDATE  
    message.  
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    The mandatory category refers to an attribute that MUST be present in  
    both IBGP and EBGP exchanges if NLRI are contained in the UPDATE  
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    message. Attributes classified as optional for the purpose of the  
    protocol extension mechanism may be purely discretionary,  
    discretionary, required, or disallowed in certain contexts.  
 
         attribute           EBGP                    IBGP  
          ORIGIN             mandatory               mandatory  
          AS_PATH            mandatory               mandatory  
          NEXT_HOP           mandatory               mandatory  
          MULTI_EXIT_DISC    discretionary           discretionary  
          LOCAL_PREF         see Section 5.1.5       required  
          ATOMIC_AGGREGATE   see Section 5.1.6 and 9.1.4  
          AGGREGATOR         discretionary           discretionary  
 
 5.1. Path Attribute Usage  
 
    The usage of each BGP path attribute is described in the following  
    clauses.  
 
 5.1.1. ORIGIN  
 
    ORIGIN is a well-known mandatory attribute. The ORIGIN attribute is  
    generated by the speaker that originates the associated routing  
    information. Its value SHOULD NOT be changed by any other speaker.  
 
 5.1.2. AS_PATH  
 
    AS_PATH is a well-known mandatory attribute. This attribute  
    identifies the autonomous systems through which routing information  
    carried in this UPDATE message has passed. The components of this  
    list can be AS_SETs or AS_SEQUENCEs.  
 
    When a BGP speaker propagates a route it learned from another BGP  
    speaker's UPDATE message, it modifies the route's AS_PATH attribute  
    based on the location of the BGP speaker to which the route will be  
    sent:  
 
       a) When a given BGP speaker advertises the route to an internal  
          peer, the advertising speaker SHALL NOT modify the AS_PATH  
          attribute associated with the route.  
 
       b) When a given BGP speaker advertises the route to an external  
          peer, the advertising speaker updates the AS_PATH attribute as  
          follows:  
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          1) if the first path segment of the AS_PATH is of type  
             AS_SEQUENCE, the local system prepends its own AS number as  
             the last element of the sequence (put it in the leftmost  
             position with respect to the position of octets in the  
             protocol message). If the act of prepending will cause an  
             overflow in the AS_PATH segment (ie, more than 255 ASes),  
             it SHOULD prepend a new segment of type AS_SEQUENCE and  
             prepend its own AS number to this new segment.  
 
          2) if the first path segment of the AS_PATH is of type AS_SET,  
             the local system prepends a new path segment of type  
             AS_SEQUENCE to the AS_PATH, including its own AS number in  
             that segment.  
 
          3) if the AS_PATH is empty, the local system creates a path  
             segment of type AS_SEQUENCE, places its own AS into that  
             segment, and places that segment into the AS_PATH.  
 
    When a BGP speaker originates a route then:  
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       a) the originating speaker includes its own AS number in a path  
          segment, of type AS_SEQUENCE, in the AS_PATH attribute of all  
          UPDATE messages sent to an external peer. In this case, the AS  
          number of the originating speaker's autonomous system will be  
          the only entry the path segment, and this path segment will be  
          the only segment in the AS_PATH attribute.  
 
       b) the originating speaker includes an empty AS_PATH attribute in  
          all UPDATE messages sent to internal peers. (An empty AS_PATH  
          attribute is one whose length field contains the value zero).  
 
    Whenever the modification of the AS_PATH attribute calls for  
    including or prepending the AS number of the local system, the local  
    system MAY include/prepend more than one instance of its own AS  
    number in the AS_PATH attribute. This is controlled via local  
    configuration.  
 
 5.1.3. NEXT_HOP  
 
    The NEXT_HOP is a well-known mandatory attribute that defines the IP  
    address of the router that SHOULD be used as the next hop to the  
    destinations listed in the UPDATE message. The NEXT_HOP attribute is  
    calculated as follows:  
 
       1) When sending a message to an internal peer, if the route is not  
          locally originated, the BGP speaker SHOULD NOT modify the  
          NEXT_HOP attribute unless it has been explicitly configured to  
          announce its own IP address as the NEXT_HOP. When announcing a  
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          locally-originated route to an internal peer, the BGP speaker  
          SHOULD use the interface address of the router through which  
          the announced network is reachable for the speaker as the  
          NEXT_HOP. If the route is directly connected to the speaker,  
          or if the interface address of the router through which the  
          announced network is reachable for the speaker is the internal  
          peer's address, then the BGP speaker SHOULD use its own IP  
          address for the NEXT_HOP attribute (the address of the  
          interface that is used to reach the peer).  
 
       2) When sending a message to an external peer, X, and the peer is  
          one IP hop away from the speaker:  
 
          - If the route being announced was learned from an internal  
            peer or is locally originated, the BGP speaker can use an  
            interface address of the internal peer router (or the  
            internal router) through which the announced network is  
            reachable for the speaker for the NEXT_HOP attribute,  
            provided that peer X shares a common subnet with this  
            address. This is a form of "third party" NEXT_HOP attribute.  
 
          - Otherwise, if the route being announced was learned from an  
            external peer, the speaker can use an IP address of any  
            adjacent router (known from the received NEXT_HOP attribute)  
            that the speaker itself uses for local route calculation in  
            the NEXT_HOP attribute, provided that peer X shares a common  
            subnet with this address. This is a second form of "third  
            party" NEXT_HOP attribute.  
 
          - Otherwise, if the external peer to which the route is being  
            advertised shares a common subnet with one of the interfaces  
            of the announcing BGP speaker, the speaker MAY use the IP  
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            address associated with such an interface in the NEXT_HOP  
            attribute. This is known as a "first party" NEXT_HOP  
            attribute.  
 
          - By default (if none of the above conditions apply), the BGP  
            speaker SHOULD use the IP address of the interface that the  
            speaker uses to establish the BGP connection to peer X in the  
            NEXT_HOP attribute.  
 
       3) When sending a message to an external peer X, and the peer is  
          multiple IP hops away from the speaker (aka "multihop EBGP"):  
 
          - The speaker MAY be configured to propagate the NEXT_HOP  
            attribute. In this case, when advertising a route that the  
            speaker learned from one of its peers, the NEXT_HOP attribute  
            of the advertised route is exactly the same as the NEXT_HOP  
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            attribute of the learned route (the speaker does not modify  
            the NEXT_HOP attribute).  
 
          - By default, the BGP speaker SHOULD use the IP address of the  
            interface that the speaker uses in the NEXT_HOP attribute to  
            establish the BGP connection to peer X.  
 
    Normally, the NEXT_HOP attribute is chosen such that the shortest  
    available path will be taken. A BGP speaker MUST be able to support  
    the disabling advertisement of third party NEXT_HOP attributes in  
    order to handle imperfectly bridged media.  
 
    A route originated by a BGP speaker SHALL NOT be advertised to a peer  
    using an address of that peer as NEXT_HOP. A BGP speaker SHALL NOT  
    install a route with itself as the next hop.  
 
    The NEXT_HOP attribute is used by the BGP speaker to determine the  
    actual outbound interface and immediate next-hop address that SHOULD  
    be used to forward transit packets to the associated destinations.  
 
    The immediate next-hop address is determined by performing a  
    recursive route lookup operation for the IP address in the NEXT_HOP  
    attribute, using the contents of the Routing Table, selecting one  
    entry if multiple entries of equal cost exist. The Routing Table  
    entry that resolves the IP address in the NEXT_HOP attribute will  
    always specify the outbound interface. If the entry specifies an  
    attached subnet, but does not specify a next-hop address, then the  
    address in the NEXT_HOP attribute SHOULD be used as the immediate  
    next-hop address. If the entry also specifies the next-hop address,  
    this address SHOULD be used as the immediate next-hop address for  
    packet forwarding.  
 
 5.1.4. MULTI_EXIT_DISC  
 
    The MULTI_EXIT_DISC is an optional non-transitive attribute that is  
    intended to be used on external (inter-AS) links to discriminate  
    among multiple exit or entry points to the same neighboring AS. The  
    value of the MULTI_EXIT_DISC attribute is a four-octet unsigned  
    number, called a metric. All other factors being equal, the exit  
    point with the lower metric SHOULD be preferred. If received over  
    EBGP, the MULTI_EXIT_DISC attribute MAY be propagated over IBGP to  
    other BGP speakers within the same AS (see also 9.1.2.2). The  
    MULTI_EXIT_DISC attribute received from a neighboring AS MUST NOT be  
    propagated to other neighboring ASes.  
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    A BGP speaker MUST implement a mechanism (based on local  
    configuration) that allows the MULTI_EXIT_DISC attribute to be  
    removed from a route. If a BGP speaker is configured to remove the  
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    MULTI_EXIT_DISC attribute from a route, then this removal MUST be  
    done prior to determining the degree of preference of the route and  
    prior to performing route selection (Decision Process phases 1 and  
    2).  
 
    An implementation MAY also (based on local configuration) alter the  
    value of the MULTI_EXIT_DISC attribute received over EBGP. If a BGP  
    speaker is configured to alter the value of the MULTI_EXIT_DISC  
    attribute received over EBGP, then altering the value MUST be done  
    prior to determining the degree of preference of the route and prior  
    to performing route selection (Decision Process phases 1 and 2). See  
    Section 9.1.2.2 for necessary restrictions on this.  
 
 5.1.5. LOCAL_PREF  
 
    LOCAL_PREF is a well-known attribute that SHALL be included in all  
    UPDATE messages that a given BGP speaker sends to other internal  
    peers. A BGP speaker SHALL calculate the degree of preference for  
    each external route based on the locally-configured policy, and  
    include the degree of preference when advertising a route to its  
    internal peers. The higher degree of preference MUST be preferred.  
    A BGP speaker uses the degree of preference learned via LOCAL_PREF in  
    its Decision Process (see Section 9.1.1).  
 
    A BGP speaker MUST NOT include this attribute in UPDATE messages it  
    sends to external peers, except in the case of BGP Confederations  
    [RFC3065]. If it is contained in an UPDATE message that is received  
    from an external peer, then this attribute MUST be ignored by the  
    receiving speaker, except in the case of BGP Confederations  
    [RFC3065].  
 
 5.1.6. ATOMIC_AGGREGATE  
 
    ATOMIC_AGGREGATE is a well-known discretionary attribute.  
 
    When a BGP speaker aggregates several routes for the purpose of  
    advertisement to a particular peer, the AS_PATH of the aggregated  
    route normally includes an AS_SET formed from the set of ASes from  
    which the aggregate was formed. In many cases, the network  
    administrator can determine if the aggregate can safely be advertised  
    without the AS_SET, and without forming route loops.  
 
    If an aggregate excludes at least some of the AS numbers present in  
    the AS_PATH of the routes that are aggregated as a result of dropping  
    the AS_SET, the aggregated route, when advertised to the peer, SHOULD  
    include the ATOMIC_AGGREGATE attribute.  
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    A BGP speaker that receives a route with the ATOMIC_AGGREGATE  
    attribute SHOULD NOT remove the attribute when propagating the route  
    to other speakers.  
 
    A BGP speaker that receives a route with the ATOMIC_AGGREGATE  
    attribute MUST NOT make any NLRI of that route more specific (as  
    defined in 9.1.4) when advertising this route to other BGP speakers.  
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    A BGP speaker that receives a route with the ATOMIC_AGGREGATE  
    attribute needs to be aware of the fact that the actual path to  
    destinations, as specified in the NLRI of the route, while having the  
    loop-free property, may not be the path specified in the AS_PATH  
    attribute of the route.  
 
 5.1.7. AGGREGATOR  
 
    AGGREGATOR is an optional transitive attribute, which MAY be included  
    in updates that are formed by aggregation (see Section 9.2.2.2). A  
    BGP speaker that performs route aggregation MAY add the AGGREGATOR  
    attribute, which SHALL contain its own AS number and IP address. The  
    IP address SHOULD be the same as the BGP Identifier of the speaker.  
 
 6. BGP Error Handling.  
 
    This section describes actions to be taken when errors are detected  
    while processing BGP messages.  
 
    When any of the conditions described here are detected, a  
    NOTIFICATION message, with the indicated Error Code, Error Subcode,  
    and Data fields, is sent, and the BGP connection is closed (unless it  
    is explicitly stated that no NOTIFICATION message is to be sent and  
    the BGP connection is not to be closed). If no Error Subcode is  
    specified, then a zero MUST be used.  
 
    The phrase "the BGP connection is closed" means the TCP connection  
    has been closed, the associated Adj-RIB-In has been cleared, and all  
    resources for that BGP connection have been deallocated. Entries in  
    the Loc-RIB associated with the remote peer are marked as invalid.  
    The local system recalculates its best routes for the destinations of  
    the routes marked as invalid. Before the invalid routes are deleted  
    from the system, it advertises, to its peers, either withdraws for  
    the routes marked as invalid, or the new best routes before the  
    invalid routes are deleted from the system.  
 
    Unless specified explicitly, the Data field of the NOTIFICATION  
    message that is sent to indicate an error is empty.  
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 6.1. Message Header Error Handling  
 
    All errors detected while processing the Message Header MUST be  
    indicated by sending the NOTIFICATION message with the Error Code  
    Message Header Error. The Error Subcode elaborates on the specific  
    nature of the error.  
 
    The expected value of the Marker field of the message header is all  
    ones. If the Marker field of the message header is not as expected,  
    then a synchronization error has occurred and the Error Subcode MUST  
    be set to Connection Not Synchronized.  
 
    If at least one of the following is true:  
 
       - if the Length field of the message header is less than 19 or  
         greater than 4096, or  
 
       - if the Length field of an OPEN message is less than the minimum  
         length of the OPEN message, or  
 
       - if the Length field of an UPDATE message is less than the  
         minimum length of the UPDATE message, or  
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       - if the Length field of a KEEPALIVE message is not equal to 19,  
         or  
 
       - if the Length field of a NOTIFICATION message is less than the  
         minimum length of the NOTIFICATION message,  
 
    then the Error Subcode MUST be set to Bad Message Length. The Data  
    field MUST contain the erroneous Length field.  
 
    If the Type field of the message header is not recognized, then the  
    Error Subcode MUST be set to Bad Message Type. The Data field MUST  
    contain the erroneous Type field.  
 
 6.2. OPEN Message Error Handling  
 
    All errors detected while processing the OPEN message MUST be  
    indicated by sending the NOTIFICATION message with the Error Code  
    OPEN Message Error. The Error Subcode elaborates on the specific  
    nature of the error.  
 
    If the version number in the Version field of the received OPEN  
    message is not supported, then the Error Subcode MUST be set to  
    Unsupported Version Number. The Data field is a 2-octet unsigned  
    integer, which indicates the largest, locally-supported version  
    number less than the version the remote BGP peer bid (as indicated in  
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    the received OPEN message), or if the smallest, locally-supported  
    version number is greater than the version the remote BGP peer bid,  
    then the smallest, locally-supported version number.  
 
    If the Autonomous System field of the OPEN message is unacceptable,  
    then the Error Subcode MUST be set to Bad Peer AS. The determination  
    of acceptable Autonomous System numbers is outside the scope of this  
    protocol.  
 
    If the Hold Time field of the OPEN message is unacceptable, then the  
    Error Subcode MUST be set to Unacceptable Hold Time. An  
    implementation MUST reject Hold Time values of one or two seconds.  
    An implementation MAY reject any proposed Hold Time. An  
    implementation that accepts a Hold Time MUST use the negotiated value  
    for the Hold Time.  
 
    If the BGP Identifier field of the OPEN message is syntactically  
    incorrect, then the Error Subcode MUST be set to Bad BGP Identifier.  
    Syntactic correctness means that the BGP Identifier field represents  
    a valid unicast IP host address.  
 
    If one of the Optional Parameters in the OPEN message is not  
    recognized, then the Error Subcode MUST be set to Unsupported  
    Optional Parameters.  
 
    If one of the Optional Parameters in the OPEN message is recognized,  
    but is malformed, then the Error Subcode MUST be set to 0  
    (Unspecific).  
 
 6.3. UPDATE Message Error Handling  
 
    All errors detected while processing the UPDATE message MUST be  
    indicated by sending the NOTIFICATION message with the Error Code  
    UPDATE Message Error. The error subcode elaborates on the specific  
    nature of the error.  
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    Error checking of an UPDATE message begins by examining the path  
    attributes. If the Withdrawn Routes Length or Total Attribute Length  
    is too large (ie, if Withdrawn Routes Length + Total Attribute  
    Length + 23 exceeds the message Length), then the Error Subcode MUST  
    be set to Malformed Attribute List.  
 
    If any recognized attribute has Attribute Flags that conflict with  
    the Attribute Type Code, then the Error Subcode MUST be set to  
    Attribute Flags Error. The Data field MUST contain the erroneous  
    attribute (type, length, and value).  
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    If any recognized attribute has an Attribute Length that conflicts  
    with the expected length (based on the attribute type code), then the  
    Error Subcode MUST be set to Attribute Length Error. The Data field  
    MUST contain the erroneous attribute (type, length, and value).  
 
    If any of the well-known mandatory attributes are not present, then  
    the Error Subcode MUST be set to Missing Well-known Attribute. The  
    Data field MUST contain the Attribute Type Code of the missing,  
    well-known attribute.  
 
    If any of the well-known mandatory attributes are not recognized,  
    then the Error Subcode MUST be set to Unrecognized Well-known  
    Attribute. The Data field MUST contain the unrecognized attribute  
    (type, length, and value).  
 
    If the ORIGIN attribute has an undefined value, then the Error Sub-  
    code MUST be set to Invalid Origin Attribute. The Data field MUST  
    contain the unrecognized attribute (type, length, and value).  
 
    If the NEXT_HOP attribute field is syntactically incorrect, then the  
    Error Subcode MUST be set to Invalid NEXT_HOP Attribute. The Data  
    field MUST contain the incorrect attribute (type, length, and value).  
    Syntactic correctness means that the NEXT_HOP attribute represents a  
    valid IP host address.  
 
    The IP address in the NEXT_HOP MUST meet the following criteria to be  
    considered semantically correct:  
 
       a) It MUST NOT be the IP address of the receiving speaker.  
 
       b) In the case of an EBGP, where the sender and receiver are one  
          IP hop away from each other, either the IP address in the  
          NEXT_HOP MUST be the sender's IP address that is used to  
          establish the BGP connection, or the interface associated with  
          the NEXT_HOP IP address MUST share a common subnet with the  
          receiving BGP speaker.  
 
    If the NEXT_HOP attribute is semantically incorrect, the error SHOULD  
    be logged, and the route SHOULD be ignored. In this case, a  
    NOTIFICATION message SHOULD NOT be sent, and the connection SHOULD  
    NOT be closed.  
 
    The AS_PATH attribute is checked for syntactic correctness. If the  
    path is syntactically incorrect, then the Error Subcode MUST be set  
    to Malformed AS_PATH.  
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    If the UPDATE message is received from an external peer, the local  
    system MAY check whether the leftmost (with respect to the position  
    of octets in the protocol message) AS in the AS_PATH attribute is  
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    equal to the autonomous system number of the peer that sent the  
    message. If the check determines this is not the case, the Error  
    Subcode MUST be set to Malformed AS_PATH.  
 
    If an optional attribute is recognized, then the value of this  
    attribute MUST be checked. If an error is detected, the attribute  
    MUST be discarded, and the Error Subcode MUST be set to Optional  
    Attribute Error. The Data field MUST contain the attribute (type,  
    length, and value).  
 
    If any attribute appears more than once in the UPDATE message, then  
    the Error Subcode MUST be set to Malformed Attribute List.  
 
    The NLRI field in the UPDATE message is checked for syntactic  
    validity. If the field is syntactically incorrect, then the Error  
    Subcode MUST be set to Invalid Network Field.  
 
    If a prefix in the NLRI field is semantically incorrect (eg, an  
    unexpected multicast IP address), an error SHOULD be logged locally,  
    and the prefix SHOULD be ignored.  
 
    An UPDATE message that contains correct path attributes, but no NLRI,  
    SHALL be treated as a valid UPDATE message.  
 
 6.4. NOTIFICATION Message Error Handling  
 
    If a peer sends a NOTIFICATION message, and the receiver of the  
    message detects an error in that message, the receiver cannot use a  
    NOTIFICATION message to report this error back to the peer. Any such  
    error (eg, an unrecognized Error Code or Error Subcode) SHOULD be  
    noticed, logged locally, and brought to the attention of the  
    administration of the peer. The means to do this, however, lies  
    outside the scope of this document.  
 
 6.5. Hold Timer Expired Error Handling  
 
    If a system does not receive successive KEEPALIVE, UPDATE, and/or  
    NOTIFICATION messages within the period specified in the Hold Time  
    field of the OPEN message, then the NOTIFICATION message with the  
    Hold Timer Expired Error Code is sent and the BGP connection is  
    closed.  
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 6.6. Finite State Machine Error Handling  
 
    Any error detected by the BGP Finite State Machine (eg, receipt of  
    an unexpected event) is indicated by sending the NOTIFICATION message  
    with the Error Code Finite State Machine Error.  
 
 6.7. Cease  
 
    In the absence of any fatal errors (that are indicated in this  
    section), a BGP peer MAY choose, at any given time, to close its BGP  
    connection by sending the NOTIFICATION message with the Error Code  
    Cease. However, the Cease NOTIFICATION message MUST NOT be used when  
    a fatal error indicated by this section does exist.  
 
    A BGP speaker MAY support the ability to impose a locally-configured,  
    upper bound on the number of address prefixes the speaker is willing  
    to accept from a neighbor. When the upper bound is reached, the  
    speaker, under control of local configuration, either (a) discards  
    new address prefixes from the neighbor (while maintaining the BGP  
    connection with the neighbor), or (b) terminates the BGP connection  
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    with the neighbor. If the BGP speaker decides to terminate its BGP  
    connection with a neighbor because the number of address prefixes  
    received from the neighbor exceeds the locally-configured, upper  
    bound, then the speaker MUST send the neighbor a NOTIFICATION message  
    with the Error Code Cease. The speaker MAY also log this locally.  
 
 6.8. BGP Connection Collision Detection  
 
    If a pair of BGP speakers try to establish a BGP connection with each  
    other simultaneously, then two parallel connections well be formed.  
    If the source IP address used by one of these connections is the same  
    as the destination IP address used by the other, and the destination  
    IP address used by the first connection is the same as the source IP  
    address used by the other, connection collision has occurred. In the  
    event of connection collision, one of the connections MUST be closed.  
 
    Based on the value of the BGP Identifier, a convention is established  
    for detecting which BGP connection is to be preserved when a  
    collision occurs. The convention is to compare the BGP Identifiers  
    of the peers involved in the collision and to retain only the  
    connection initiated by the BGP speaker with the higher-valued BGP  
    Identifier.  
 
    Upon receipt of an OPEN message, the local system MUST examine all of  
    its connections that are in the OpenConfirm state. A BGP speaker MAY  
    also examine connections in an OpenSent state if it knows the BGP  
    Identifier of the peer by means outside of the protocol. If, among  
    these connections, there is a connection to a remote BGP speaker  
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    whose BGP Identifier equals the one in the OPEN message, and this  
    connection collides with the connection over which the OPEN message  
    is received, then the local system performs the following collision  
    resolution procedure:  
 
       1) The BGP Identifier of the local system is compared to the BGP  
          Identifier of the remote system (as specified in the OPEN  
          message). Comparing BGP Identifiers is done by converting them  
          to host byte order and treating them as 4-octet unsigned  
          integers.  
 
       2) If the value of the local BGP Identifier is less than the  
          remote one, the local system closes the BGP connection that  
          already exists (the one that is already in the OpenConfirm  
          state), and accepts the BGP connection initiated by the remote  
          system.  
 
       3) Otherwise, the local system closes the newly created BGP  
          connection (the one associated with the newly received OPEN  
          message), and continues to use the existing one (the one that  
          is already in the OpenConfirm state).  
 
    Unless allowed via configuration, a connection collision with an  
    existing BGP connection that is in the Established state causes  
    closing of the newly created connection.  
 
    Note that a connection collision cannot be detected with connections  
    that are in Idle, Connect, or Active states.  
 
    Closing the BGP connection (that results from the collision  
    resolution procedure) is accomplished by sending the NOTIFICATION  
    message with the Error Code Cease.  
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 7. BGP Version Negotiation  
 
    BGP speakers MAY negotiate the version of the protocol by making  
    multiple attempts at opening a BGP connection, starting with the  
    highest version number each BGP speaker supports. If an open attempt  
    fails with an Error Code, OPEN Message Error, and an Error Subcode,  
    Unsupported Version Number, then the BGP speaker has available the  
    version number it tried, the version number its peer tried, the  
    version number passed by its peer in the NOTIFICATION message, and  
    the version numbers it supports. If the two peers do support one or  
    more common versions, then this will allow them to rapidly determine  
    the highest common version. In order to support BGP version  
    negotiation, future versions of BGP MUST retain the format of the  
    OPEN and NOTIFICATION messages.  
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 8. BGP Finite State Machine (FSM)  
 
    The data structures and FSM described in this document are conceptual  
    and do not have to be implemented precisely as described here, as  
    long as the implementations support the described functionality and  
    they exhibit the same externally visible behavior.  
 
    This section specifies the BGP operation in terms of a Finite State  
    Machine (FSM). The section falls into two parts:  
 
       1) Description of Events for the State machine (Section 8.1)  
       2) Description of the FSM (Section 8.2)  
 
    Session attributes required (mandatory) for each connection are:  
 
       1) State  
       2) ConnectRetryCounter  
       3) ConnectRetryTimer  
       4) ConnectRetryTime  
       5) HoldTimer  
       6) HoldTime  
       7) KeepaliveTimer  
       8) KeepaliveTime  
 
    The state session attribute indicates the current state of the BGP  
    FSM. The ConnectRetryCounter indicates the number of times a BGP  
    peer has tried to establish a peer session.  
 
    The mandatory attributes related to timers are described in Section  
    10. Each timer has a "timer" and a "time" (the initial value).  
 
    The optional Session attributes are listed below. These optional  
    attributes may be supported, either per connection or per local  
    system:  
 
       1) AcceptConnectionsUnconfiguredPeers  
       2) AllowAutomaticStart  
       3) AllowAutomaticStop  
       4) CollisionDetectEstablishedState  
       5) DampPeerOscillations  
       6) DelayOpen  
       7) DelayOpenTime  
       8) DelayOpenTimer  
       9) IdleHoldTime  
      10) IdleHoldTimer  
      11) PassiveTcpEstablishment  
      12) SendNOTIFICATIONwithoutOPEN  
      13) TrackTcpState  
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    The optional session attributes support different features of the BGP  
    functionality that have implications for the BGP FSM state  
    transitions. Two groups of the attributes which relate to timers  
    are:  
 
       group 1: DelayOpen, DelayOpenTime, DelayOpenTimer  
       group 2: DampPeerOscillations, IdleHoldTime, IdleHoldTimer  
 
    The first parameter (DelayOpen, DampPeerOscillations) is an optional  
    attribute that indicates that the Timer function is active. The  
    "Time" value specifies the initial value for the "Timer"  
    (DelayOpenTime, IdleHoldTime). The "Timer" specifies the actual  
    timer.  
 
    Please refer to Section 8.1.1 for an explanation of the interaction  
    between these optional attributes and the events signaled to the  
    state machine. Section 8.2.1.3 also provides a short overview of the  
    different types of optional attributes (flags or timers).  
 
 8.1. Events for the BGP FSM  
 
 8.1.1. Optional Events Linked to Optional Session Attributes  
 
    The Inputs to the BGP FSM are events. Events can either be mandatory  
    or optional. Some optional events are linked to optional session  
    attributes. Optional session attributes enable several groups of FSM  
    functionality.  
 
    The linkage between FSM functionality, events, and the optional  
    session attributes are described below.  
 
       Group 1: Automatic Administrative Events (Start/Stop)  
 
          Optional Session Attributes: AllowAutomaticStart,  
                                       AllowAutomaticStop,  
                                       DampPeerOscillations,  
                                       IdleHoldTime, IdleHoldTimer  
 
          Option 1:    AllowAutomaticStart  
 
          Description: A BGP peer connection can be started and stopped  
                       by administrative control. This administrative  
                       control can either be manual, based on operator  
                       intervention, or under the control of logic that  
                       is specific to a BGP implementation. The term  
                       "automatic" refers to a start being issued to the  
                       BGP peer connection FSM when such logic determines  
                       that the BGP peer connection should be restarted.  
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                       The AllowAutomaticStart attribute specifies that  
                       this BGP connection supports automatic starting of  
                       the BGP connection.  
 
                       If the BGP implementation supports  
                       AllowAutomaticStart, the peer may be repeatedly  
                       restarted. Three other options control the rate  
                       at which the automatic restart occurs:  
                       DampPeerOscillations, IdleHoldTime, and the  



 

 
   30 de 79 

 

                       IdleHoldTimer.  
 
                       The DampPeerOscillations option specifies that the  
                       implementation engages additional logic to damp  
                       the oscillations of BGP peers in the face of  
                       sequences of automatic start and automatic stop.  
                       IdleHoldTime specifies the length of time the BGP  
                       peer is held in the Idle state prior to allowing  
                       the next automatic restart. The IdleHoldTimer is  
                       the timer that holds the peer in Idle state.  
 
                       An example of DampPeerOscillations logic is an  
                       increase of the IdleHoldTime value if a BGP peer  
                       oscillates connectivity (connected/disconnected)  
                       repeatedly within a time period. To engage this  
                       logic, a peer could connect and disconnect 10  
                       times within 5 minutes. The IdleHoldTime value  
                       would be reset from 0 to 120 seconds.  
 
          Values:      TRUE or FALSE  
 
          Option 2:    AllowAutomaticStop  
 
          Description: This BGP peer session optional attribute indicates  
                       that the BGP connection allows "automatic"  
                       stopping of the BGP connection. An "automatic"  
                       stop is defined as a stop under the control of  
                       implementation-specific logic. The  
                       implementation-specific logic is outside the scope  
                       of this specification.  
 
          Values:      TRUE or FALSE  
 
          Option 3:    DampPeerOscillations  
 
          Description: The DampPeerOscillations optional session  
                       attribute indicates that the BGP connection is  
                       using logic that damps BGP peer oscillations in  
                       the Idle State.  
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          Value:       TRUE or FALSE  
 
          Option 4:    IdleHoldTime  
 
          Description: The IdleHoldTime is the value that is set in the  
                       IdleHoldTimer.  
 
          Values:      Time in seconds  
 
          Option 5:    IdleHoldTimer  
 
          Description: The IdleHoldTimer aids in controlling BGP peer  
                       oscillation. The IdleHoldTimer is used to keep  
                       the BGP peer in Idle for a particular duration.  
                       The IdleHoldTimer_Expires event is described in  
                       Section 8.1.3.  
 
          Values:      Time in seconds  
 
       Group 2: Unconfigured Peers  
 
          Optional Session Attributes: AcceptConnectionsUnconfiguredPeers  
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          Option 1:    AcceptConnectionsUnconfiguredPeers  
 
          Description: The BGP FSM optionally allows the acceptance of  
                       BGP peer connections from neighbors that are not  
                       pre-configured. The  
                       "AcceptConnectionsUnconfiguredPeers" optional  
                       session attribute allows the FSM to support the  
                       state transitions that allow the implementation to  
                       accept or reject these unconfigured peers.  
 
                       The AcceptConnectionsUnconfiguredPeers has  
                       security implications. Please refer to the BGP  
                       Vulnerabilities document [RFC4272] for details.  
 
          Value:       True or False  
 
       Group 3: TCP processing  
 
          Optional Session Attributes: PassiveTcpEstablishment,  
                                       TrackTcpState  
 
          Option 1:    PassiveTcpEstablishment  
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          Description: This option indicates that the BGP FSM will  
                       passively wait for the remote BGP peer to  
                       establish the BGP TCP connection.  
 
          value:       TRUE or FALSE  
 
          Option 2:    TrackTcpState  
 
          Description: The BGP FSM normally tracks the end result of a  
                       TCP connection attempt rather than individual TCP  
                       messages. Optionally, the BGP FSM can support  
                       additional interaction with the TCP connection  
                       negotiation. The interaction with the TCP events  
                       may increase the amount of logging the BGP peer  
                       connection requires and the number of BGP FSM  
                       changes.  
 
          Value:       TRUE or FALSE  
 
       Group 4:  BGP Message Processing  
 
          Optional Session Attributes: DelayOpen, DelayOpenTime,  
                                       DelayOpenTimer,  
                                       SendNOTIFICATIONwithoutOPEN,  
                                       CollisionDetectEstablishedState  
 
          Option 1:     DelayOpen  
 
          Description: The DelayOpen optional session attribute allows  
                       implementations to be configured to delay sending  
                       an OPEN message for a specific time period  
                       (DelayOpenTime). The delay allows the remote BGP  
                       Peer time to send the first OPEN message.  
 
          Value:       TRUE or FALSE  
 
          Option 2:    DelayOpenTime  
 
          Description: The DelayOpenTime is the initial value set in the  



 

 
   32 de 79 

 

                       DelayOpenTimer.  
 
          Value:       Time in seconds  
 
          Option 3:    DelayOpenTimer  
 
          Description: The DelayOpenTimer optional session attribute is  
                       used to delay the sending of an OPEN message on a  
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                       connection. The DelayOpenTimer_Expires event  
                       (Event 12) is described in Section 8.1.3.  
 
          Value:       Time in seconds  
 
          Option 4:    SendNOTIFICATIONwithoutOPEN  
 
          Description: The SendNOTIFICATIONwithoutOPEN allows a peer to  
                       send a NOTIFICATION without first sending an OPEN  
                       message. Without this optional session attribute,  
                       the BGP connection assumes that an OPEN message  
                       must be sent by a peer prior to the peer sending a  
                       NOTIFICATION message.  
 
          Value:       True or False  
 
          Option 5:    CollisionDetectEstablishedState  
 
          Description: Normally, a Detect Collision (see Section 6.8)  
                       will be ignored in the Established state. This  
                       optional session attribute indicates that this BGP  
                       connection processes collisions in the Established  
                       state.  
 
          Value:       True or False  
 
       Note: The optional session attributes clarify the BGP FSM  
             description for existing features of BGP implementations.  
             The optional session attributes may be pre-defined for an  
             implementation and not readable via management interfaces  
             for existing correct implementations. As newer BGP MIBs  
             (version 2 and beyond) are supported, these fields will be  
             accessible via a management interface.  
 
 8.1.2. Administrative Events  
 
    An administrative event is an event in which the operator interface  
    and BGP Policy engine signal the BGP-finite state machine to start or  
    stop the BGP state machine. The basic start and stop indications are  
    augmented by optional connection attributes that signal a certain  
    type of start or stop mechanism to the BGP FSM. An example of this  
    combination is Event 5, AutomaticStart_with_PassiveTcpEstablishment.  
    With this event, the BGP implementation signals to the BGP FSM that  
    the implementation is using an Automatic Start with the option to use  
    a Passive TCP Establishment. The Passive TCP establishment signals  
    that this BGP FSM will wait for the remote side to start the TCP  
    establishment.  
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    Note that only Event 1 (ManualStart) and Event 2 (ManualStop) are  
    mandatory administrative events. All other administrative events are  
    optional (Events 3-8). Each event below has a name, definition,  
    status (mandatory or optional), and the optional session attributes  
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    that SHOULD be set at each stage. When generating Event 1 through  
    Event 8 for the BGP FSM, the conditions specified in the "Optional  
    Attribute Status" section are verified.  If any of these conditions  
    are not satisfied, then the local system should log an FSM error.  
 
    The settings of optional session attributes may be implicit in some  
    implementations, and therefore may not be set explicitly by an  
    external operator action. Section 8.2.1.5 describes these implicit  
    settings of the optional session attributes. The administrative  
    states described below may also be implicit in some implementations  
    and not directly configurable by an external operator.  
 
       Event 1: ManualStart  
 
          Definition: Local system administrator manually starts the peer  
                      connection.  
 
          Status:     Mandatory  
 
          Optional  
          Attribute  
          Status:     The PassiveTcpEstablishment attribute SHOULD be set  
                      to FALSE.  
 
       Event 2: ManualStop  
 
          Definition: Local system administrator manually stops the peer  
                      connection.  
 
          Status:     Mandatory  
 
          Optional  
          Attribute  
          Status:     No interaction with any optional attributes.  
 
       Event 3: AutomaticStart  
 
          Definition: Local system automatically starts the BGP  
                      connection.  
 
          Status:     Optional, depending on local system  
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          Optional  
          Attribute  
          Status:     1) The AllowAutomaticStart attribute SHOULD be set  
                         to TRUE if this event occurs.  
                      2) If the PassiveTcpEstablishment optional session  
                         attribute is supported, it SHOULD be set to  
                         FALSE.  
                      3) If the DampPeerOscillations is supported, it  
                         SHOULD be set to FALSE when this event occurs.  
 
       Event 4: ManualStart_with_PassiveTcpEstablishment  
 
          Definition: Local system administrator manually starts the peer  
                      connection, but has PassiveTcpEstablishment  
                      enabled. The PassiveTcpEstablishment optional  
                      attribute indicates that the peer will listen prior  
                      to establishing the connection.  
 
          Status:     Optional, depending on local system  
 
          Optional  
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          Attribute  
          Status:     1) The PassiveTcpEstablishment attribute SHOULD be  
                         set to TRUE if this event occurs.  
                      2) The DampPeerOscillations attribute SHOULD be set  
                         to FALSE when this event occurs.  
 
       Event 5: AutomaticStart_with_PassiveTcpEstablishment  
 
          Definition: Local system automatically starts the BGP  
                      connection with the PassiveTcpEstablishment  
                      enabled. The PassiveTcpEstablishment optional  
                      attribute indicates that the peer will listen prior  
                      to establishing a connection.  
 
          Status:     Optional, depending on local system  
 
          Optional  
          Attribute  
          Status:     1) The AllowAutomaticStart attribute SHOULD be set  
                         to TRUE.  
                      2) The PassiveTcpEstablishment attribute SHOULD be  
                         set to TRUE.  
                      3) If the DampPeerOscillations attribute is  
                         supported, the DampPeerOscillations SHOULD be  
                         set to FALSE.  
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       Event 6: AutomaticStart_with_DampPeerOscillations  
 
          Definition: Local system automatically starts the BGP peer  
                      connection with peer oscillation damping enabled.  
                      The exact method of damping persistent peer  
                      oscillations is determined by the implementation  
                      and is outside the scope of this document.  
 
          Status:     Optional, depending on local system.  
 
          Optional  
          Attribute  
          Status:     1) The AllowAutomaticStart attribute SHOULD be set  
                         to TRUE.  
                      2) The DampPeerOscillations attribute SHOULD be set  
                         to TRUE.  
                      3) The PassiveTcpEstablishment attribute SHOULD be  
                         set to FALSE.  
 
       Event 7: AutomaticStart_with_DampPeerOscillations_and_  
       PassiveTcpEstablishment  
 
          Definition: Local system automatically starts the BGP peer  
                      connection with peer oscillation damping enabled  
                      and PassiveTcpEstablishment enabled. The exact  
                      method of damping persistent peer oscillations is  
                      determined by the implementation and is outside the  
                      scope of this document.  
 
          Status:     Optional, depending on local system  
 
          Optional  
          Attributes  
          Status:     1) The AllowAutomaticStart attribute SHOULD be set  
                         to TRUE.  
                      2) The DampPeerOscillations attribute SHOULD be set  
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                         to TRUE.  
                      3) The PassiveTcpEstablishment attribute SHOULD be  
                         set to TRUE.  
 
       Event 8: AutomaticStop  
 
          Definition: Local system automatically stops the BGP  
                      connection.  
 
                      An example of an automatic stop event is exceeding  
                      the number of prefixes for a given peer and the  
                      local system automatically disconnecting the peer.  
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          Status:     Optional, depending on local system  
 
          Optional  
          Attribute  
          Status:     1) The AllowAutomaticStop attribute SHOULD be TRUE.  
 
 8.1.3. Timer Events  
 
       Event 9: ConnectRetryTimer_Expires  
 
          Definition: An event generated when the ConnectRetryTimer  
                      expires.  
 
          Status:     Mandatory  
 
       Event 10: HoldTimer_Expires  
 
          Definition: An event generated when the HoldTimer expires.  
 
          Status:     Mandatory  
 
       Event 11: KeepaliveTimer_Expires  
 
          Definition: An event generated when the KeepaliveTimer expires.  
 
          Status:     Mandatory  
 
       Event 12: DelayOpenTimer_Expires  
 
          Definition: An event generated when the DelayOpenTimer expires.  
 
                      Status:     Optional  
 
          Optional  
          Attribute  
          Status:     If this event occurs,  
                      1) DelayOpen attribute SHOULD be set to TRUE,  
                      2) DelayOpenTime attribute SHOULD be supported,  
                      3) DelayOpenTimer SHOULD be supported.  
 
       Event 13: IdleHoldTimer_Expires  
 
          Definition: An event generated when the IdleHoldTimer expires,  
                      indicating that the BGP connection has completed  
                      waiting for the back-off period to prevent BGP peer  
                      oscillation.  
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                      The IdleHoldTimer is only used when the persistent  
                      peer oscillation damping function is enabled by  
                      setting the DampPeerOscillations optional attribute  
                      to TRUE.  
 
                      Implementations not implementing the persistent  
                      peer oscillation damping function may not have the  
                      IdleHoldTimer.  
 
          Status:     Optional  
 
          Optional  
          Attribute  
          Status:     If this event occurs:  
                      1) DampPeerOscillations attribute SHOULD be set to  
                         TRUE.  
                      2) IdleHoldTimer SHOULD have just expired.  
 
 8.1.4. TCP Connection-Based Events  
 
       Event 14: TcpConnection_Valid  
 
          Definition: Event indicating the local system reception of a  
                      TCP connection request with a valid source IP  
                      address, TCP port, destination IP address, and TCP  
                      Port. The definition of invalid source and invalid  
                      destination IP address is determined by the  
                      implementation.  
 
                      BGP's destination port SHOULD be port 179, as  
                      defined by IANA.  
 
                      TCP connection request is denoted by the local  
                      system receiving a TCP SYN.  
 
          Status:     Optional  
 
          Optional  
          Attribute  
          Status:     1) The TrackTcpState attribute SHOULD be set to  
                         TRUE if this event occurs.  
 
       Event 15: Tcp_CR_Invalid  
 
          Definition: Event indicating the local system reception of a  
                      TCP connection request with either an invalid  
                      source address or port number, or an invalid  
                      destination address or port number.  
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                      BGP destination port number SHOULD be 179, as  
                      defined by IANA.  
 
                      A TCP connection request occurs when the local  
                      system receives a TCP SYN.  
 
          Status:     Optional  
 
          Optional  
          Attribute  
          Status:     1) The TrackTcpState attribute should be set to  
                         TRUE if this event occurs.  
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       Event 16: Tcp_CR_Acked  
 
          Definition: Event indicating the local system's request to  
                      establish a TCP connection to the remote peer.  
 
                      The local system's TCP connection sent a TCP SYN,  
                      received a TCP SYN/ACK message, and sent a TCP ACK.  
 
          Status:     Mandatory  
 
       Event 17: TcpConnectionConfirmed  
 
          Definition: Event indicating that the local system has received  
                      a confirmation that the TCP connection has been  
                      established by the remote site.  
 
                      The remote peer's TCP engine sent a TCP SYN. The  
                      local peer's TCP engine sent a SYN, ACK message and  
                      now has received a final ACK.  
 
          Status:     Mandatory  
 
       Event 18: TcpConnectionFails  
 
          Definition: Event indicating that the local system has received  
                      a TCP connection failure notice.  
 
                      The remote BGP peer's TCP machine could have sent a  
                      FIN. The local peer would respond with a FIN-ACK.  
                      Another possibility is that the local peer  
                      indicated a timeout in the TCP connection and  
                      downed the connection.  
 
          Status:     Mandatory  
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 8.1.5. BGP Message-Based Events  
 
       Event 19: BGPOpen  
 
          Definition: An event is generated when a valid OPEN message has  
                      been received.  
 
          Status:     Mandatory  
 
          Optional  
          Attribute  
          Status:     1) The DelayOpen optional attribute SHOULD be set  
                         to FALSE.  
                      2) The DelayOpenTimer SHOULD not be running.  
 
       Event 20: BGPOpen with DelayOpenTimer running  
 
          Definition: An event is generated when a valid OPEN message has  
                      been received for a peer that has a successfully  
                      established transport connection and is currently  
                      delaying the sending of a BGP open message.  
 
          Status:     Optional  
 
          Optional  
          Attribute  
          Status:     1) The DelayOpen attribute SHOULD be set to TRUE.  



 

 
   38 de 79 

 

                      2) The DelayOpenTimer SHOULD be running.  
 
       Event 21: BGPHeaderErr  
 
          Definition: An event is generated when a received BGP message  
                      header is not valid.  
 
          Status:     Mandatory  
 
       Event 22: BGPOpenMsgErr  
 
          Definition: An event is generated when an OPEN message has been  
                      received with errors.  
 
          Status:     Mandatory  
 
       Event 23: OpenCollisionDump  
 
          Definition: An event generated administratively when a  
                      connection collision has been detected while  
                      processing an incoming OPEN message and this  
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                      connection has been selected to be disconnected.  
                      See Section 6.8 for more information on collision  
                      detection.  
 
                      Event 23 is an administrative action generated by  
                      implementation logic that determines whether this  
                      connection needs to be dropped per the rules in  
                      Section 6.8. This event may occur if the FSM is  
                      implemented as two linked state machines.  
 
          Status:     Optional  
 
          Optional  
          Attribute  
          Status:     If the state machine is to process this event in  
                      the Established state,  
                      1) CollisionDetectEstablishedState optional  
                         attribute SHOULD be set to TRUE.  
 
                      Please note: The OpenCollisionDump event can occur  
                      in Idle, Connect, Active, OpenSent, and OpenConfirm  
                      without any optional attributes being set.  
 
       Event 24: NotifMsgVerErr  
 
          Definition: An event is generated when a NOTIFICATION message  
                      with "version error" is received.  
 
          Status:     Mandatory  
 
       Event 25: NotifMsg  
 
          Definition: An event is generated when a NOTIFICATION message  
                      is received and the error code is anything but  
                      "version error".  
 
          Status:     Mandatory  
 
       Event 26: KeepAliveMsg  
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          Definition: An event is generated when a KEEPALIVE message is  
                      received.  
 
          Status:     Mandatory  
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       Event 27: UpdateMsg  
 
          Definition: An event is generated when a valid UPDATE message  
                      is received.  
 
          Status:     Mandatory  
 
       Event 28: UpdateMsgErr  
 
          Definition: An event is generated when an invalid UPDATE  
                      message is received.  
 
          Status:     Mandatory  
 
 8.2. Description of FSM  
 
 8.2.1. FSM Definition  
 
    BGP MUST maintain a separate FSM for each configured peer. Each BGP  
    peer paired in a potential connection will attempt to connect to the  
    other, unless configured to remain in the idle state, or configured  
    to remain passive. For the purpose of this discussion, the active or  
    connecting side of the TCP connection (the side of a TCP connection  
    sending the first TCP SYN packet) is called outgoing. The passive or  
    listening side (the sender of the first SYN/ACK) is called an  
    incoming connection. (See Section 8.2.1.1 for information on the  
    terms active and passive used below.)  
 
    A BGP implementation MUST connect to and listen on TCP port 179 for  
    incoming connections in addition to trying to connect to peers. For  
    each incoming connection, a state machine MUST be instantiated.  
    There exists a period in which the identity of the peer on the other  
    end of an incoming connection is known, but the BGP identifier is not  
    known. During this time, both an incoming and outgoing connection  
    may exist for the same configured peering. This is referred to as a  
    connection collision (see Section 6.8).  
 
    A BGP implementation will have, at most, one FSM for each configured  
    peering, plus one FSM for each incoming TCP connection for which the  
    peer has not yet been identified. Each FSM corresponds to exactly  
    one TCP connection.  
 
    There may be more than one connection between a pair of peers if the  
    connections are configured to use a different pair of IP addresses.  
    This is referred to as multiple "configured peerings" to the same  
    peer.  
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 8.2.1.1. Terms "active" and "passive"  
 
    The terms active and passive have been in the Internet operator's  
    vocabulary for almost a decade and have proven useful. The words  
    active and passive have slightly different meanings when applied to a  
    TCP connection or a peer. There is only one active side and one  
    passive side to any one TCP connection, per the definition above and  
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    the state machine below. When a BGP speaker is configured as active,  
    it may end up on either the active or passive side of the connection  
    that eventually gets established. Once the TCP connection is  
    completed, it doesn't matter which end was active and which was  
    passive. The only difference is in which side of the TCP connection  
    has port number 179.  
 
 8.2.1.2. FSM and Collision Detection  
 
    There is one FSM per BGP connection. When the connection collision  
    occurs prior to determining what peer a connection is associated  
    with, there may be two connections for one peer. After the  
    connection collision is resolved (see Section 6.8), the FSM for the  
    connection that is closed SHOULD be disposed.  
 
 8.2.1.3. FSM and Optional Session Attributes  
 
    Optional Session Attributes specify either attributes that act as  
    flags (TRUE or FALSE) or optional timers. For optional attributes  
    that act as flags, if the optional session attribute can be set to  
    TRUE on the system, the corresponding BGP FSM actions must be  
    supported. For example, if the following options can be set in a BGP  
    implementation: AutoStart and PassiveTcpEstablishment, then Events 3,  
    4 and 5 must be supported. If an Optional Session attribute cannot  
    be set to TRUE, the events supporting that set of options do not have  
    to be supported.  
 
    Each of the optional timers (DelayOpenTimer and IdleHoldTimer) has a  
    group of attributes that are:  
 
       - flag indicating support,  
       - Time set in Timer  
       - Timer.  
 
    The two optional timers show this format:  
 
       DelayOpenTimer: DelayOpen, DelayOpenTime, DelayOpenTimer  
       IdleHoldTimer:  DampPeerOscillations, IdleHoldTime,  
                       IdleHoldTimer  
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    If the flag indicating support for an optional timer (DelayOpen or  
    DampPeerOscillations) cannot be set to TRUE, the timers and events  
    supporting that option do not have to be supported.  
 
 8.2.1.4. FSM Event Numbers  
 
    The Event numbers (1-28) utilized in this state machine description  
    aid in specifying the behavior of the BGP state machine.  
    Implementations MAY use these numbers to provide network management  
    information. The exact form of an FSM or the FSM events are specific  
    to each implementation.  
 
 8.2.1.5. FSM Actions that are Implementation Dependent  
 
    At certain points, the BGP FSM specifies that BGP initialization will  
    occur or that BGP resources will be deleted. The initialization of  
    the BGP FSM and the associated resources depend on the policy portion  
    of the BGP implementation. The details of these actions are outside  
    the scope of the FSM document.  
 
 8.2.2. Finite State Machine  
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    Idle state:  
 
       Initially, the BGP peer FSM is in the Idle state. Hereafter, the  
       BGP peer FSM will be shortened to BGP FSM.  
 
       In this state, BGP FSM refuses all incoming BGP connections for  
       this peer. No resources are allocated to the peer. In response  
       to a ManualStart event (Event 1) or an AutomaticStart event (Event  
       3), the local system:  
 
         - initializes all BGP resources for the peer connection,  
 
         - sets ConnectRetryCounter to zero,  
 
         - starts the ConnectRetryTimer with the initial value,  
 
         - initiates a TCP connection to the other BGP peer,  
 
         - listens for a connection that may be initiated by the remote  
           BGP peer, and  
 
         - changes its state to Connect.  
 
       The ManualStop event (Event 2) and AutomaticStop (Event 8) event  
       are ignored in the Idle state.  
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       In response to a ManualStart_with_PassiveTcpEstablishment event  
       (Event 4) or AutomaticStart_with_PassiveTcpEstablishment event  
       (Event 5), the local system:  
 
         - initializes all BGP resources,  
 
         - sets the ConnectRetryCounter to zero,  
 
         - starts the ConnectRetryTimer with the initial value,  
 
         - listens for a connection that may be initiated by the remote  
           peer, and  
 
         - changes its state to Active.  
 
       The exact value of the ConnectRetryTimer is a local matter, but it  
       SHOULD be sufficiently large to allow TCP initialization.  
 
       If the DampPeerOscillations attribute is set to TRUE, the  
       following three additional events may occur within the Idle state:  
 
         - AutomaticStart_with_DampPeerOscillations (Event 6),  
 
         - AutomaticStart_with_DampPeerOscillations_and_  
           PassiveTcpEstablishment (Event 7),  
 
         - IdleHoldTimer_Expires (Event 13).  
 
       Upon receiving these 3 events, the local system will use these  
       events to prevent peer oscillations. The method of preventing  
       persistent peer oscillation is outside the scope of this document.  
 
       Any other event (Events 9-12, 15-28) received in the Idle state  
       does not cause change in the state of the local system.  
 
    Connect State:  
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       In this state, BGP FSM is waiting for the TCP connection to be  
       completed.  
 
       The start events (Events 1, 3-7) are ignored in the Connect state.  
 
       In response to a ManualStop event (Event 2), the local system:  
 
         - drops the TCP connection,  
 
         - releases all BGP resources,  
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         - sets ConnectRetryCounter to zero,  
 
         - stops the ConnectRetryTimer and sets ConnectRetryTimer to  
           zero, and  
 
         - changes its state to Idle.  
 
       In response to the ConnectRetryTimer_Expires event (Event 9), the  
       local system:  
 
         - drops the TCP connection,  
 
         - restarts the ConnectRetryTimer,  
 
         - stops the DelayOpenTimer and resets the timer to zero,  
 
         - initiates a TCP connection to the other BGP peer,  
 
         - continues to listen for a connection that may be initiated by  
           the remote BGP peer, and  
 
         - stays in the Connect state.  
 
       If the DelayOpenTimer_Expires event (Event 12) occurs in the  
       Connect state, the local system:  
 
         - sends an OPEN message to its peer,  
 
         - sets the HoldTimer to a large value, and  
 
         - changes its state to OpenSent.  
 
       If the BGP FSM receives a TcpConnection_Valid event (Event 14),  
       the TCP connection is processed, and the connection remains in the  
       Connect state.  
 
       If the BGP FSM receives a Tcp_CR_Invalid event (Event 15), the  
       local system rejects the TCP connection, and the connection  
       remains in the Connect state.  
 
       If the TCP connection succeeds (Event 16 or Event 17), the local  
       system checks the DelayOpen attribute prior to processing. If the  
       DelayOpen attribute is set to TRUE, the local system:  
 
         - stops the ConnectRetryTimer (if running) and sets the  
           ConnectRetryTimer to zero,  
 
         - sets the DelayOpenTimer to the initial value, and  
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         - stays in the Connect state.  
 
       If the DelayOpen attribute is set to FALSE, the local system:  
 
         - stops the ConnectRetryTimer (if running) and sets the  
           ConnectRetryTimer to zero,  
 
         - completes BGP initialization  
 
         - sends an OPEN message to its peer,  
 
         - sets the HoldTimer to a large value, and  
 
         - changes its state to OpenSent.  
 
       A HoldTimer value of 4 minutes is suggested.  
 
       If the TCP connection fails (Event 18), the local system checks  
       the DelayOpenTimer. If the DelayOpenTimer is running, the local  
       system:  
 
         - restarts the ConnectRetryTimer with the initial value,  
 
         - stops the DelayOpenTimer and resets its value to zero,  
 
         - continues to listen for a connection that may be initiated by  
           the remote BGP peer, and  
 
         - changes its state to Active.  
 
       If the DelayOpenTimer is not running, the local system:  
 
         - stops the ConnectRetryTimer to zero,  
 
         - drops the TCP connection,  
 
         - releases all BGP resources, and  
 
         - changes its state to Idle.  
 
       If an OPEN message is received while the DelayOpenTimer is running  
       (Event 20), the local system:  
 
         - stops the ConnectRetryTimer (if running) and sets the  
           ConnectRetryTimer to zero,  
 
         - completes the BGP initialization,  
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         - stops and clears the DelayOpenTimer (sets the value to zero),  
 
         - sends an OPEN message,  
 
         - sends a KEEPALIVE message,  
 
         - if the HoldTimer initial value is non-zero,  
 
             - starts the KeepaliveTimer with the initial value and  
 
             - resets the HoldTimer to the negotiated value,  
 
           else, if the HoldTimer initial value is zero,  
 
             - resets the KeepaliveTimer and  
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             - resets the HoldTimer value to zero,  
 
         - and changes its state to OpenConfirm.  
 
       If the value of the autonomous system field is the same as the  
       local Autonomous System number, set the connection status to an  
       internal connection; otherwise it will be "external".  
 
       If BGP message header checking (Event 21) or OPEN message checking  
       detects an error (Event 22) (see Section 6.2), the local system:  
 
         - (optionally) If the SendNOTIFICATIONwithoutOPEN attribute is  
           set to TRUE, then the local system first sends a NOTIFICATION  
           message with the appropriate error code, and then  
 
         - stops the ConnectRetryTimer (if running) and sets the  
           ConnectRetryTimer to zero,  
 
         - releases all BGP resources,  
 
         - drops the TCP connection,  
 
         - increments the ConnectRetryCounter by 1,  
 
         - (optionally) performs peer oscillation damping if the  
           DampPeerOscillations attribute is set to TRUE, and  
 
         - changes its state to Idle.  
 
       If a NOTIFICATION message is received with a version error (Event  
       24), the local system checks the DelayOpenTimer. If the  
       DelayOpenTimer is running, the local system:  
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         - stops the ConnectRetryTimer (if running) and sets the  
           ConnectRetryTimer to zero,  
 
         - stops and resets the DelayOpenTimer (sets to zero),  
 
         - releases all BGP resources,  
 
         - drops the TCP connection, and  
 
         - changes its state to Idle.  
 
       If the DelayOpenTimer is not running, the local system:  
 
         - stops the ConnectRetryTimer and sets the ConnectRetryTimer to  
           zero,  
 
         - releases all BGP resources,  
 
         - drops the TCP connection,  
 
         - increments the ConnectRetryCounter by 1,  
 
         - performs peer oscillation damping if the DampPeerOscillations  
           attribute is set to True, and  
 
         - changes its state to Idle.  
 
       In response to any other events (Events 8, 10-11, 13, 19, 23,  
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       25-28), the local system:  
 
         - if the ConnectRetryTimer is running, stops and resets the  
           ConnectRetryTimer (sets to zero),  
 
         - if the DelayOpenTimer is running, stops and resets the  
           DelayOpenTimer (sets to zero),  
 
         - releases all BGP resources,  
 
         - drops the TCP connection,  
 
         - increments the ConnectRetryCounter by 1,  
 
         - performs peer oscillation damping if the DampPeerOscillations  
           attribute is set to True, and  
 
         - changes its state to Idle.  
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    Active State:  
 
       In this state, BGP FSM is trying to acquire a peer by listening  
       for, and accepting, a TCP connection.  
 
       The start events (Events 1, 3-7) are ignored in the Active state.  
 
       In response to a ManualStop event (Event 2), the local system:  
 
         - If the DelayOpenTimer is running and the  
           SendNOTIFICATIONwithoutOPEN session attribute is set, the  
           local system sends a NOTIFICATION with a Cease,  
 
         - releases all BGP resources including stopping the  
           DelayOpenTimer  
 
         - drops the TCP connection,  
 
         - sets ConnectRetryCounter to zero,  
 
         - stops the ConnectRetryTimer and sets the ConnectRetryTimer to  
           zero, and  
 
         - changes its state to Idle.  
 
       In response to a ConnectRetryTimer_Expires event (Event 9), the  
       local system:  
 
         - restarts the ConnectRetryTimer (with initial value),  
 
         - initiates a TCP connection to the other BGP peer,  
 
         - continues to listen for a TCP connection that may be initiated  
           by a remote BGP peer, and  
 
         - changes its state to Connect.  
 
       If the local system receives a DelayOpenTimer_Expires event (Event  
       12), the local system:  
 
         - sets the ConnectRetryTimer to zero,  
 
         - stops and clears the DelayOpenTimer (set to zero),  
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         - completes the BGP initialization,  
 
         - sends the OPEN message to its remote peer,  
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         - sets its hold timer to a large value, and  
 
         - changes its state to OpenSent.  
 
       A HoldTimer value of 4 minutes is also suggested for this state  
       transition.  
 
       If the local system receives a TcpConnection_Valid event (Event  
       14), the local system processes the TCP connection flags and stays  
       in the Active state.  
 
       If the local system receives a Tcp_CR_Invalid event (Event 15),  
       the local system rejects the TCP connection and stays in the  
       Active State.  
 
       In response to the success of a TCP connection (Event 16 or Event  
       17), the local system checks the DelayOpen optional attribute  
       prior to processing.  
 
         If the DelayOpen attribute is set to TRUE, the local system:  
 
           - stops the ConnectRetryTimer and sets the ConnectRetryTimer  
             to zero,  
 
           - sets the DelayOpenTimer to the initial value  
             (DelayOpenTime), and  
 
           - stays in the Active state.  
 
         If the DelayOpen attribute is set to FALSE, the local system:  
 
           - sets the ConnectRetryTimer to zero,  
 
           - completes the BGP initialization,  
 
           - sends the OPEN message to its peer,  
 
           - sets its HoldTimer to a large value, and  
 
           - changes its state to OpenSent.  
 
       A HoldTimer value of 4 minutes is suggested as a "large value" for  
       the HoldTimer.  
 
       If the local system receives a TcpConnectionFails event (Event  
       18), the local system:  
 
         - restarts the ConnectRetryTimer (with the initial value),  
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         - stops and clears the DelayOpenTimer (sets the value to zero),  
 
         - releases all BGP resource,  
 
         - increments the ConnectRetryCounter by 1,  
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         - optionally performs peer oscillation damping if the  
           DampPeerOscillations attribute is set to TRUE, and  
 
         - changes its state to Idle.  
 
       If an OPEN message is received and the DelayOpenTimer is running  
       (Event 20), the local system:  
 
         - stops the ConnectRetryTimer (if running) and sets the  
           ConnectRetryTimer to zero,  
 
         - stops and clears the DelayOpenTimer (sets to zero),  
 
         - completes the BGP initialization,  
 
         - sends an OPEN message,  
 
         - sends a KEEPALIVE message,  
 
         - if the HoldTimer value is non-zero,  
 
             - starts the KeepaliveTimer to initial value,  
 
             - resets the HoldTimer to the negotiated value,  
 
           else if the HoldTimer is zero  
 
             - resets the KeepaliveTimer (set to zero),  
 
             - resets the HoldTimer to zero, and  
 
         - changes its state to OpenConfirm.  
 
       If the value of the autonomous system field is the same as the  
       local Autonomous System number, set the connection status to an  
       internal connection; otherwise it will be external.  
 
       If BGP message header checking (Event 21) or OPEN message checking  
       detects an error (Event 22) (see Section 6.2), the local system:  
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         - (optionally) sends a NOTIFICATION message with the appropriate  
           error code if the SendNOTIFICATIONwithoutOPEN attribute is set  
           to TRUE,  
 
         - sets the ConnectRetryTimer to zero,  
 
         - releases all BGP resources,  
 
         - drops the TCP connection,  
 
         - increments the ConnectRetryCounter by 1,  
 
         - (optionally) performs peer oscillation damping if the  
           DampPeerOscillations attribute is set to TRUE, and  
 
         - changes its state to Idle.  
 
       If a NOTIFICATION message is received with a version error (Event  
       24), the local system checks the DelayOpenTimer. If the  
       DelayOpenTimer is running, the local system:  
 
         - stops the ConnectRetryTimer (if running) and sets the  
           ConnectRetryTimer to zero,  
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         - stops and resets the DelayOpenTimer (sets to zero),  
 
         - releases all BGP resources,  
 
         - drops the TCP connection, and  
 
         - changes its state to Idle.  
 
       If the DelayOpenTimer is not running, the local system:  
 
         - sets the ConnectRetryTimer to zero,  
 
         - releases all BGP resources,  
 
         - drops the TCP connection,  
 
         - increments the ConnectRetryCounter by 1,  
 
         - (optionally) performs peer oscillation damping if the  
           DampPeerOscillations attribute is set to TRUE, and  
 
         - changes its state to Idle.  
 
 Rekhter, et al. Standards Track                    [Page 62]  
  
 RFC 4271                         BGP-4                      January 2006  
       In response to any other event (Events 8, 10-11, 13, 19, 23,  
       25-28), the local system:  
 
         - sets the ConnectRetryTimer to zero,  
 
         - releases all BGP resources,  
 
         - drops the TCP connection,  
 
         - increments the ConnectRetryCounter by one,  
 
         - (optionally) performs peer oscillation damping if the  
           DampPeerOscillations attribute is set to TRUE, and  
 
         - changes its state to Idle.  
 
    OpenSent:  
 
       In this state, BGP FSM waits for an OPEN message from its peer.  
 
       The start events (Events 1, 3-7) are ignored in the OpenSent  
       state.  
 
       If a ManualStop event (Event 2) is issued in the OpenSent state,  
       the local system:  
 
         - sends the NOTIFICATION with a Cease,  
 
         - sets the ConnectRetryTimer to zero,  
 
         - releases all BGP resources,  
 
         - drops the TCP connection,  
 
         - sets the ConnectRetryCounter to zero, and  
 
         - changes its state to Idle.  
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       If an AutomaticStop event (Event 8) is issued in the OpenSent  
       state, the local system:  
 
         - sends the NOTIFICATION with a Cease,  
 
         - sets the ConnectRetryTimer to zero,  
 
         - releases all the BGP resources,  
 
         - drops the TCP connection,  
 
 Rekhter, et al. Standards Track                    [Page 63]  
  
 RFC 4271                         BGP-4                      January 2006  
         - increments the ConnectRetryCounter by 1,  
 
         - (optionally) performs peer oscillation damping if the  
           DampPeerOscillations attribute is set to TRUE, and  
 
         - changes its state to Idle.  
 
       If the HoldTimer_Expires (Event 10), the local system:  
 
         - sends a NOTIFICATION message with the error code Hold Timer  
           Expired,  
 
         - sets the ConnectRetryTimer to zero,  
 
         - releases all BGP resources,  
 
         - drops the TCP connection,  
 
         - increments the ConnectRetryCounter,  
 
         - (optionally) performs peer oscillation damping if the  
           DampPeerOscillations attribute is set to TRUE, and  
 
         - changes its state to Idle.  
 
       If a TcpConnection_Valid (Event 14), Tcp_CR_Acked (Event 16), or a  
       TcpConnectionConfirmed event (Event 17) is received, a second TCP  
       connection may be in progress. This second TCP connection is  
       tracked per Connection Collision processing (Section 6.8) until an  
       OPEN message is received.  
 
       A TCP Connection Request for an Invalid port (Tcp_CR_Invalid  
       (Event 15)) is ignored.  
 
       If a TcpConnectionFails event (Event 18) is received, the local  
       system:  
 
         - closes the BGP connection,  
 
         - restarts the ConnectRetryTimer,  
 
         - continues to listen for a connection that may be initiated by  
           the remote BGP peer, and  
 
         - changes its state to Active.  
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       When an OPEN message is received, all fields are checked for  
       correctness. If there are no errors in the OPEN message (Event  
       19), the local system:  
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         - resets the DelayOpenTimer to zero,  
 
         - sets the BGP ConnectRetryTimer to zero,  
 
         - sends a KEEPALIVE message, and  
 
         - sets a KeepaliveTimer (via the text below)  
 
         - sets the HoldTimer according to the negotiated value (see  
           Section 4.2),  
 
         - changes its state to OpenConfirm.  
 
       If the negotiated hold time value is zero, then the HoldTimer and  
       KeepaliveTimer are not started. If the value of the Autonomous  
       System field is the same as the local Autonomous System number,  
       then the connection is an "internal" connection; otherwise, it is  
       an "external" connection. (This will impact UPDATE processing as  
       described below.)  
 
       If the BGP message header checking (Event 21) or OPEN message  
       checking detects an error (Event 22)(see Section 6.2), the local  
       system:  
 
         - sends a NOTIFICATION message with the appropriate error code,  
 
         - sets the ConnectRetryTimer to zero,  
 
         - releases all BGP resources,  
 
         - drops the TCP connection,  
 
         - increments the ConnectRetryCounter by 1,  
 
         - (optionally) performs peer oscillation damping if the  
           DampPeerOscillations attribute is TRUE, and  
 
         - changes its state to Idle.  
 
       Collision detection mechanisms (Section 6.8) need to be applied  
       when a valid BGP OPEN message is received (Event 19 or Event 20).  
       Please refer to Section 6.8 for the details of the comparison. A  
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       CollisionDetectDump event occurs when the BGP implementation  
       determines, by means outside the scope of this document, that a  
       connection collision has occurred.  
 
       If a connection in the OpenSent state is determined to be the  
       connection that must be closed, an OpenCollisionDump (Event 23) is  
       signaled to the state machine. If such an event is received in  
       the OpenSent state, the local system:  
 
         - sends a NOTIFICATION with a Cease,  
 
         - sets the ConnectRetryTimer to zero,  
 
         - releases all BGP resources,  
 
         - drops the TCP connection,  
 
         - increments the ConnectRetryCounter by 1,  
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         - (optionally) performs peer oscillation damping if the  
           DampPeerOscillations attribute is set to TRUE, and  
 
         - changes its state to Idle.  
 
       If a NOTIFICATION message is received with a version error (Event  
       24), the local system:  
 
         - sets the ConnectRetryTimer to zero,  
 
         - releases all BGP resources,  
 
         - drops the TCP connection, and  
 
         - changes its state to Idle.  
 
       In response to any other event (Events 9, 11-13, 20, 25-28), the  
       local system:  
 
         - sends the NOTIFICATION with the Error Code Finite State  
           Machine Error,  
 
         - sets the ConnectRetryTimer to zero,  
 
         - releases all BGP resources,  
 
         - drops the TCP connection,  
 
         - increments the ConnectRetryCounter by 1,  
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         - (optionally) performs peer oscillation damping if the  
           DampPeerOscillations attribute is set to TRUE, and  
 
         - changes its state to Idle.  
 
    OpenConfirm State:  
 
       In this state, BGP waits for a KEEPALIVE or NOTIFICATION message.  
 
       Any start event (Events 1, 3-7) is ignored in the OpenConfirm  
       state.  
 
       In response to a ManualStop event (Event 2) initiated by the  
       operator, the local system:  
 
         - sends the NOTIFICATION message with a Cease,  
 
         - releases all BGP resources,  
 
         - drops the TCP connection,  
 
         - sets the ConnectRetryCounter to zero,  
 
         - sets the ConnectRetryTimer to zero, and  
 
         - changes its state to Idle.  
 
       In response to the AutomaticStop event initiated by the system  
       (Event 8), the local system:  
 
         - sends the NOTIFICATION message with a Cease,  
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         - sets the ConnectRetryTimer to zero,  
 
         - releases all BGP resources,  
 
         - drops the TCP connection,  
 
         - increments the ConnectRetryCounter by 1,  
 
         - (optionally) performs peer oscillation damping if the  
           DampPeerOscillations attribute is set to TRUE, and  
 
         - changes its state to Idle.  
 
       If the HoldTimer_Expires event (Event 10) occurs before a  
       KEEPALIVE message is received, the local system:  
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         - sends the NOTIFICATION message with the Error Code Hold Timer  
           Expired,  
 
         - sets the ConnectRetryTimer to zero,  
 
         - releases all BGP resources,  
 
         - drops the TCP connection,  
 
         - increments the ConnectRetryCounter by 1,  
 
         - (optionally) performs peer oscillation damping if the  
           DampPeerOscillations attribute is set to TRUE, and  
 
         - changes its state to Idle.  
 
       If the local system receives a KeepaliveTimer_Expires event (Event  
       11), the local system:  
 
         - sends a KEEPALIVE message,  
 
         - restarts the KeepaliveTimer, and  
 
         - remains in the OpenConfirmed state.  
 
       In the event of a TcpConnection_Valid event (Event 14), or the  
       success of a TCP connection (Event 16 or Event 17) while in  
       OpenConfirm, the local system needs to track the second  
       connection.  
 
       If a TCP connection is attempted with an invalid port (Event 15),  
       the local system will ignore the second connection attempt.  
 
       If the local system receives a TcpConnectionFails event (Event 18)  
       from the underlying TCP or a NOTIFICATION message (Event 25), the  
       local system:  
 
         - sets the ConnectRetryTimer to zero,  
 
         - releases all BGP resources,  
 
         - drops the TCP connection,  
 
         - increments the ConnectRetryCounter by 1,  
 
         - (optionally) performs peer oscillation damping if the  
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           DampPeerOscillations attribute is set to TRUE, and  
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         - changes its state to Idle.  
 
       If the local system receives a NOTIFICATION message with a version  
       error (NotifMsgVerErr (Event 24)), the local system:  
 
         - sets the ConnectRetryTimer to zero,  
 
         - releases all BGP resources,  
 
         - drops the TCP connection, and  
 
         - changes its state to Idle.  
 
       If the local system receives a valid OPEN message (BGPOpen (Event  
       19)), the collision detect function is processed per Section 6.8.  
       If this connection is to be dropped due to connection collision,  
       the local system:  
 
         - sends a NOTIFICATION with a Cease,  
 
         - sets the ConnectRetryTimer to zero,  
 
         - releases all BGP resources,  
 
         - drops the TCP connection (send TCP FIN),  
 
         - increments the ConnectRetryCounter by 1,  
 
         - (optionally) performs peer oscillation damping if the  
           DampPeerOscillations attribute is set to TRUE, and  
 
         - changes its state to Idle.  
 
       If an OPEN message is received, all fields are checked for  
       correctness. If the BGP message header checking (BGPHeaderErr  
       (Event 21)) or OPEN message checking detects an error (see Section  
       6.2) (BGPOpenMsgErr (Event 22)), the local system:  
 
         - sends a NOTIFICATION message with the appropriate error code,  
 
         - sets the ConnectRetryTimer to zero,  
 
         - releases all BGP resources,  
 
         - drops the TCP connection,  
 
         - increments the ConnectRetryCounter by 1,  
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         - (optionally) performs peer oscillation damping if the  
           DampPeerOscillations attribute is set to TRUE, and  
 
         - changes its state to Idle.  
 
       If, during the processing of another OPEN message, the BGP  
       implementation determines, by a means outside the scope of this  
       document, that a connection collision has occurred and this  
       connection is to be closed, the local system will issue an  
       OpenCollisionDump event (Event 23). When the local system  
       receives an OpenCollisionDump event (Event 23), the local system:  
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         - sends a NOTIFICATION with a Cease,  
 
         - sets the ConnectRetryTimer to zero,  
 
         - releases all BGP resources  
 
         - drops the TCP connection,  
 
         - increments the ConnectRetryCounter by 1,  
 
         - (optionally) performs peer oscillation damping if the  
           DampPeerOscillations attribute is set to TRUE, and  
 
         - changes its state to Idle.  
 
       If the local system receives a KEEPALIVE message (KeepAliveMsg  
       (Event 26)), the local system:  
 
         - restarts the HoldTimer and  
 
         - changes its state to Established.  
 
       In response to any other event (Events 9, 12-13, 20, 27-28), the  
       local system:  
 
         - sends a NOTIFICATION with a code of Finite State Machine  
           Error,  
 
         - sets the ConnectRetryTimer to zero,  
 
         - releases all BGP resources,  
 
         - drops the TCP connection,  
 
         - increments the ConnectRetryCounter by 1,  
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         - (optionally) performs peer oscillation damping if the  
           DampPeerOscillations attribute is set to TRUE, and  
 
         - changes its state to Idle.  
 
    Established State:  
 
       In the Established state, the BGP FSM can exchange UPDATE,  
       NOTIFICATION, and KEEPALIVE messages with its peer.  
 
       Any Start event (Events 1, 3-7) is ignored in the Established  
       state.  
 
       In response to a ManualStop event (initiated by an operator)  
       (Event 2), the local system:  
 
         - sends the NOTIFICATION message with a Cease,  
 
         - sets the ConnectRetryTimer to zero,  
 
         - deletes all routes associated with this connection,  
 
         - releases BGP resources,  
 
         - drops the TCP connection,  
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         - sets the ConnectRetryCounter to zero, and  
 
          - changes its state to Idle.  
 
       In response to an AutomaticStop event (Event 8), the local system:  
 
         - sends a NOTIFICATION with a Cease,  
 
         - sets the ConnectRetryTimer to zero  
 
         - deletes all routes associated with this connection,  
 
         - releases all BGP resources,  
 
         - drops the TCP connection,  
 
         - increments the ConnectRetryCounter by 1,  
 
         - (optionally) performs peer oscillation damping if the  
           DampPeerOscillations attribute is set to TRUE, and  
 
         - changes its state to Idle.  
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       One reason for an AutomaticStop event is: A BGP receives an UPDATE  
       messages with a number of prefixes for a given peer such that the  
       total prefixes received exceeds the maximum number of prefixes  
       configured. The local system automatically disconnects the peer.  
 
       If the HoldTimer_Expires event occurs (Event 10), the local  
       system:  
 
         - sends a NOTIFICATION message with the Error Code Hold Timer  
           Expired,  
 
         - sets the ConnectRetryTimer to zero,  
 
         - releases all BGP resources,  
 
         - drops the TCP connection,  
 
         - increments the ConnectRetryCounter by 1,  
 
         - (optionally) performs peer oscillation damping if the  
           DampPeerOscillations attribute is set to TRUE, and  
 
         - changes its state to Idle.  
 
       If the KeepaliveTimer_Expires event occurs (Event 11), the local  
       system:  
 
         - sends a KEEPALIVE message, and  
 
         - restarts its KeepaliveTimer, unless the negotiated HoldTime  
           value is zero.  
 
       Each time the local system sends a KEEPALIVE or UPDATE message, it  
       restarts its KeepaliveTimer, unless the negotiated HoldTime value  
       is zero.  
 
       A TcpConnection_Valid (Event 14), received for a valid port, will  
       cause the second connection to be tracked.  
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       An invalid TCP connection (Tcp_CR_Invalid event (Event 15)) will  
       be ignored.  
 
       In response to an indication that the TCP connection is  
       successfully established (Event 16 or Event 17), the second  
       connection SHALL be tracked until it sends an OPEN message.  
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       If a valid OPEN message (BGPOpen (Event 19)) is received, and if  
       the CollisionDetectEstablishedState optional attribute is TRUE,  
       the OPEN message will be checked to see if it collides (Section  
       6.8) with any other connection. If the BGP implementation  
       determines that this connection needs to be terminated, it will  
       process an OpenCollisionDump event (Event 23). If this connection  
       needs to be terminated, the local system:  
 
         - sends a NOTIFICATION with a Cease,  
 
         - sets the ConnectRetryTimer to zero,  
 
         - deletes all routes associated with this connection,  
 
         - releases all BGP resources,  
 
         - drops the TCP connection,  
 
         - increments the ConnectRetryCounter by 1,  
 
         - (optionally) performs peer oscillation damping if the  
           DampPeerOscillations is set to TRUE, and  
 
         - changes its state to Idle.  
 
       If the local system receives a NOTIFICATION message (Event 24 or  
       Event 25) or a TcpConnectionFails (Event 18) from the underlying  
       TCP, the local system:  
 
         - sets the ConnectRetryTimer to zero,  
 
         - deletes all routes associated with this connection,  
 
         - releases all the BGP resources,  
 
         - drops the TCP connection,  
 
         - increments the ConnectRetryCounter by 1,  
 
         - changes its state to Idle.  
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       If the local system receives a KEEPALIVE message (Event 26), the  
       local system:  
 
         - restarts its HoldTimer, if the negotiated HoldTime value is  
           non-zero, and  
 
         - remains in the Established state.  
 
       If the local system receives an UPDATE message (Event 27), the  
       local system:  
 
         - processes the message,  
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         - restarts its HoldTimer, if the negotiated HoldTime value is  
           non-zero, and  
 
         - remains in the Established state.  
 
       If the local system receives an UPDATE message, and the UPDATE  
       message error handling procedure (see Section 6.3) detects an  
       error (Event 28), the local system:  
 
         - sends a NOTIFICATION message with an Update error,  
 
         - sets the ConnectRetryTimer to zero,  
 
         - deletes all routes associated with this connection,  
 
         - releases all BGP resources,  
 
         - drops the TCP connection,  
 
         - increments the ConnectRetryCounter by 1,  
 
         - (optionally) performs peer oscillation damping if the  
           DampPeerOscillations attribute is set to TRUE, and  
 
         - changes its state to Idle.  
 
       In response to any other event (Events 9, 12-13, 20-22), the local  
       system:  
 
         - sends a NOTIFICATION message with the Error Code Finite State  
           Machine Error,  
 
         - deletes all routes associated with this connection,  
 
         - sets the ConnectRetryTimer to zero,  
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         - releases all BGP resources,  
 
         - drops the TCP connection,  
 
         - increments the ConnectRetryCounter by 1,  
 
         - (optionally) performs peer oscillation damping if the  
           DampPeerOscillations attribute is set to TRUE, and  
 
         - changes its state to Idle.  
 
 9. UPDATE Message Handling  
 
    An UPDATE message may be received only in the Established state.  
    Receiving an UPDATE message in any other state is an error. When an  
    UPDATE message is received, each field is checked for validity, as  
    specified in Section 6.3.  
 
    If an optional non-transitive attribute is unrecognized, it is  
    quietly ignored. If an optional transitive attribute is  
    unrecognized, the Partial bit (the third high-order bit) in the  
    attribute flags octet is set to 1, and the attribute is retained for  
    propagation to other BGP speakers.  
 
    If an optional attribute is recognized and has a valid value, then,  
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    depending on the type of the optional attribute, it is processed  
    locally, retained, and updated, if necessary, for possible  
    propagation to other BGP speakers.  
 
    If the UPDATE message contains a non-empty WITHDRAWN ROUTES field,  
    the previously advertised routes, whose destinations (expressed as IP  
    prefixes) are contained in this field, SHALL be removed from the  
    Adj-RIB-In. This BGP speaker SHALL run its Decision Process because  
    the previously advertised route is no longer available for use.  
 
    If the UPDATE message contains a feasible route, the Adj-RIB-In will  
    be updated with this route as follows: if the NLRI of the new route  
    is identical to the one the route currently has stored in the Adj-  
    RIB-In, then the new route SHALL replace the older route in the Adj-  
    RIB-In, thus implicitly withdrawing the older route from service.  
    Otherwise, if the Adj-RIB-In has no route with NLRI identical to the  
    new route, the new route SHALL be placed in the Adj-RIB-In.  
 
    Once the BGP speaker updates the Adj-RIB-In, the speaker SHALL run  
    its Decision Process.  
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 9.1. Decision Process  
 
    The Decision Process selects routes for subsequent advertisement by  
    applying the policies in the local Policy Information Base (PIB) to  
    the routes stored in its Adj-RIBs-In. The output of the Decision  
    Process is the set of routes that will be advertised to peers; the  
    selected routes will be stored in the local speaker's Adj-RIBs-Out,  
    according to policy.  
 
    The BGP Decision Process described here is conceptual, and does not  
    have to be implemented precisely as described, as long as the  
    implementations support the described functionality and they exhibit  
    the same externally visible behavior.  
 
    The selection process is formalized by defining a function that takes  
    the attribute of a given route as an argument and returns either (a)  
    a non-negative integer denoting the degree of preference for the  
    route, or (b) a value denoting that this route is ineligible to be  
    installed in Loc-RIB and will be excluded from the next phase of  
    route selection.  
 
    The function that calculates the degree of preference for a given  
    route SHALL NOT use any of the following as its inputs: the existence  
    of other routes, the non-existence of other routes, or the path  
    attributes of other routes. Route selection then consists of the  
    individual application of the degree of preference function to each  
    feasible route, followed by the choice of the one with the highest  
    degree of preference.  
 
    The Decision Process operates on routes contained in the Adj-RIBs-In,  
    and is responsible for:  
 
       - selection of routes to be used locally by the speaker  
 
       - selection of routes to be advertised to other BGP peers  
 
       - route aggregation and route information reduction  
 
    The Decision Process takes place in three distinct phases, each  
    triggered by a different event:  
 
       a) Phase 1 is responsible for calculating the degree of preference  
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          for each route received from a peer.  
 
       b) Phase 2 is invoked on completion of phase 1. It is responsible  
          for choosing the best route out of all those available for each  
          distinct destination, and for installing each chosen route into  
          the Loc-RIB.  
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       c) Phase 3 is invoked after the Loc-RIB has been modified. It is  
          responsible for disseminating routes in the Loc-RIB to each  
          peer, according to the policies contained in the PIB. Route  
          aggregation and information reduction can optionally be  
          performed within this phase.  
 
 9.1.1. Phase 1: Calculation of Degree of Preference  
 
    The Phase 1 decision function is invoked whenever the local BGP  
    speaker receives, from a peer, an UPDATE message that advertises a  
    new route, a replacement route, or withdrawn routes.  
 
    The Phase 1 decision function is a separate process,f which completes  
    when it has no further work to do.  
 
    The Phase 1 decision function locks an Adj-RIB-In prior to operating  
    on any route contained within it, and unlocks it after operating on  
    all new or unfeasible routes contained within it.  
 
    For each newly received or replacement feasible route, the local BGP  
    speaker determines a degree of preference as follows:  
 
       If the route is learned from an internal peer, either the value of  
       the LOCAL_PREF attribute is taken as the degree of preference, or  
       the local system computes the degree of preference of the route  
       based on preconfigured policy information. Note that the latter  
       may result in formation of persistent routing loops.  
 
       If the route is learned from an external peer, then the local BGP  
       speaker computes the degree of preference based on preconfigured  
       policy information. If the return value indicates the route is  
       ineligible, the route MAY NOT serve as an input to the next phase  
       of route selection; otherwise, the return value MUST be used as  
       the LOCAL_PREF value in any IBGP readvertisement.  
 
       The exact nature of this policy information, and the computation  
       involved, is a local matter.  
 
 9.1.2. Phase 2: Route Selection  
 
    The Phase 2 decision function is invoked on completion of Phase 1.  
    The Phase 2 function is a separate process, which completes when it  
    has no further work to do. The Phase 2 process considers all routes  
    that are eligible in the Adj-RIBs-In.  
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    The Phase 2 decision function is blocked from running while the Phase  
    3 decision function is in process. The Phase 2 function locks all  
    Adj-RIBs-In prior to commencing its function, and unlocks them on  
    completion.  
 
    If the NEXT_HOP attribute of a BGP route depicts an address that is  
    not resolvable, or if it would become unresolvable if the route was  
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    installed in the routing table, the BGP route MUST be excluded from  
    the Phase 2 decision function.  
 
    If the AS_PATH attribute of a BGP route contains an AS loop, the BGP  
    route should be excluded from the Phase 2 decision function. AS loop  
    detection is done by scanning the full AS path (as specified in the  
    AS_PATH attribute), and checking that the autonomous system number of  
    the local system does not appear in the AS path. Operations of a BGP  
    speaker that is configured to accept routes with its own autonomous  
    system number in the AS path are outside the scope of this document.  
 
    It is critical that BGP speakers within an AS do not make conflicting  
    decisions regarding route selection that would cause forwarding loops  
    to occur.  
 
    For each set of destinations for which a feasible route exists in the  
    Adj-RIBs-In, the local BGP speaker identifies the route that has:  
 
       a) the highest degree of preference of any route to the same set  
          of destinations, or  
 
       b) is the only route to that destination, or  
 
       c) is selected as a result of the Phase 2 tie breaking rules  
          specified in Section 9.1.2.2.  
 
    The local speaker SHALL then install that route in the Loc-RIB,  
    replacing any route to the same destination that is currently being  
    held in the Loc-RIB. When the new BGP route is installed in the  
    Routing Table, care must be taken to ensure that existing routes to  
    the same destination that are now considered invalid are removed from  
    the Routing Table. Whether the new BGP route replaces an existing  
    non-BGP route in the Routing Table depends on the policy configured  
    on the BGP speaker.  
 
    The local speaker MUST determine the immediate next-hop address from  
    the NEXT_HOP attribute of the selected route (see Section 5.1.3). If  
    either the immediate next-hop or the IGP cost to the NEXT_HOP (where  
    the NEXT_HOP is resolved through an IGP route) changes, Phase 2 Route  
    Selection MUST be performed again.  
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    Notice that even though BGP routes do not have to be installed in the  
    Routing Table with the immediate next-hop(s), implementations MUST  
    take care that, before any packets are forwarded along a BGP route,  
    its associated NEXT_HOP address is resolved to the immediate  
    (directly connected) next-hop address, and that this address (or  
    multiple addresses) is finally used for actual packet forwarding.  
 
    Unresolvable routes SHALL be removed from the Loc-RIB and the routing  
    table. However, corresponding unresolvable routes SHOULD be kept in  
    the Adj-RIBs-In (in case they become resolvable).  
 
 9.1.2.1. Route Resolvability Condition  
 
    As indicated in Section 9.1.2, BGP speakers SHOULD exclude  
    unresolvable routes from the Phase 2 decision. This ensures that  
    only valid routes are installed in Loc-RIB and the Routing Table.  
 
    The route resolvability condition is defined as follows:  
 
       1) A route Rte1, referencing only the intermediate network  
          address, is considered resolvable if the Routing Table contains  
          at least one resolvable route Rte2 that matches Rte1's  
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          intermediate network address and is not recursively resolved  
          (directly or indirectly) through Rte1. If multiple matching  
          routes are available, only the longest matching route SHOULD be  
          considered.  
 
       2) Routes referencing interfaces (with or without intermediate  
          addresses) are considered resolvable if the state of the  
          referenced interface is up and if IP processing is enabled on  
          this interface.  
 
    BGP routes do not refer to interfaces, but can be resolved through  
    the routes in the Routing Table that can be of both types (those that  
    specify interfaces or those that do not). IGP routes and routes to  
    directly connected networks are expected to specify the outbound  
    interface. Static routes can specify the outbound interface, the  
    intermediate address, or both.  
 
    Note that a BGP route is considered unresolvable in a situation where  
    the BGP speaker's Routing Table contains no route matching the BGP  
    route's NEXT_HOP. Mutually recursive routes (routes resolving each  
    other or themselves) also fail the resolvability check.  
 
    It is also important that implementations do not consider feasible  
    routes that would become unresolvable if they were installed in the  
    Routing Table, even if their NEXT_HOPs are resolvable using the  
    current contents of the Routing Table (an example of such routes  
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    would be mutually recursive routes). This check ensures that a BGP  
    speaker does not install routes in the Routing Table that will be  
    removed and not used by the speaker. Therefore, in addition to local  
    Routing Table stability, this check also improves behavior of the  
    protocol in the network.  
 
    Whenever a BGP speaker identifies a route that fails the  
    resolvability check because of mutual recursion, an error message  
    SHOULD be logged.  
 
 9.1.2.2. Breaking Ties (Phase 2)  
 
    In its Adj-RIBs-In, a BGP speaker may have several routes to the same  
    destination that have the same degree of preference. The local  
    speaker can select only one of these routes for inclusion in the  
    associated Loc-RIB. The local speaker considers all routes with the  
    same degrees of preference, both those received from internal peers,  
    and those received from external peers.  
 
    The following tie-breaking procedure assumes that, for each candidate  
    route, all the BGP speakers within an autonomous system can ascertain  
    the cost of a path (interior distance) to the address depicted by the  
    NEXT_HOP attribute of the route, and follow the same route selection  
    algorithm.  
 
    The tie-breaking algorithm begins by considering all equally  
    preferable routes to the same destination, and then selects routes to  
    be removed from consideration. The algorithm terminates as soon as  
    only one route remains in consideration. The criteria MUST be  
    applied in the order specified.  
 
    Several of the criteria are described using pseudo-code. Note that  
    the pseudo-code shown was chosen for clarity, not efficiency. It is  
    not intended to specify any particular implementation. BGP  
    implementations MAY use any algorithm that produces the same results  
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    as those described here.  
 
       a) Remove from consideration all routes that are not tied for  
          having the smallest number of AS numbers present in their  
          AS_PATH attributes. Note that when counting this number, an  
          AS_SET counts as 1, no matter how many ASes are in the set.  
 
       b) Remove from consideration all routes that are not tied for  
          having the lowest Origin number in their Origin attribute.  
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       c) Remove from consideration routes with less-preferred  
          MULTI_EXIT_DISC attributes. MULTI_EXIT_DISC is only comparable  
          between routes learned from the same neighboring AS (the  
          neighboring AS is determined from the AS_PATH attribute).  
          Routes that do not have the MULTI_EXIT_DISC attribute are  
          considered to have the lowest possible MULTI_EXIT_DISC value.  
 
          This is also described in the following procedure:  
 
        for m = all routes still under consideration  
            for n = all routes still under consideration  
                if (neighborAS(m) == neighborAS(n)) and (MED(n) < MED(m))  
                    remove route m from consideration  
 
          In the pseudo-code above, MED(n) is a function that returns the  
          value of route n's MULTI_EXIT_DISC attribute. If route n has  
          no MULTI_EXIT_DISC attribute, the function returns the lowest  
          possible MULTI_EXIT_DISC value (i.e., 0).  
 
          Similarly, neighborAS(n) is a function that returns the  
          neighbor AS from which the route was received. If the route is  
          learned via IBGP, and the other IBGP speaker didn't originate  
          the route, it is the neighbor AS from which the other IBGP  
          speaker learned the route. If the route is learned via IBGP,  
          and the other IBGP speaker either (a) originated the route, or  
          (b) created the route by aggregation and the AS_PATH attribute  
          of the aggregate route is either empty or begins with an  
          AS_SET, it is the local AS.  
 
          If a MULTI_EXIT_DISC attribute is removed before re-advertising  
          a route into IBGP, then comparison based on the received EBGP  
          MULTI_EXIT_DISC attribute MAY still be performed. If an  
          implementation chooses to remove MULTI_EXIT_DISC, then the  
          optional comparison on MULTI_EXIT_DISC, if performed, MUST be  
          performed only among EBGP-learned routes. The best EBGP-  
          learned route may then be compared with IBGP-learned routes  
          after the removal of the MULTI_EXIT_DISC attribute. If  
          MULTI_EXIT_DISC is removed from a subset of EBGP-learned  
          routes, and the selected "best" EBGP-learned route will not  
          have MULTI_EXIT_DISC removed, then the MULTI_EXIT_DISC must be  
          used in the comparison with IBGP-learned routes. For IBGP-  
          learned routes, the MULTI_EXIT_DISC MUST be used in route  
          comparisons that reach this step in the Decision Process.  
          Including the MULTI_EXIT_DISC of an EBGP-learned route in the  
          comparison with an IBGP-learned route, then removing the  
          MULTI_EXIT_DISC attribute, and advertising the route has been  
          proven to cause route loops.  
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       d) If at least one of the candidate routes was received via EBGP,  
          remove from consideration all routes that were received via  
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          IBGP.  
 
       e) Remove from consideration any routes with less-preferred  
          interior cost. The interior cost of a route is determined by  
          calculating the metric to the NEXT_HOP for the route using the  
          Routing Table. If the NEXT_HOP hop for a route is reachable,  
          but no cost can be determined, then this step should be skipped  
          (equivalently, consider all routes to have equal costs).  
 
          This is also described in the following procedure.  
 
          for m = all routes still under consideration  
              for n = all routes in still under consideration  
                  if (cost(n) is lower than cost(m))  
                      remove m from consideration  
 
          In the pseudo-code above, cost(n) is a function that returns  
          the cost of the path (interior distance) to the address given  
          in the NEXT_HOP attribute of the route.  
 
       f) Remove from consideration all routes other than the route that  
          was advertised by the BGP speaker with the lowest BGP  
          Identifier value.  
 
       g) Prefer the route received from the lowest peer address.  
 
 9.1.3. Phase 3: Route Dissemination  
 
    The Phase 3 decision function is invoked on completion of Phase 2, or  
    when any of the following events occur:  
 
       a) when routes in the Loc-RIB to local destinations have changed  
 
       b) when locally generated routes learned by means outside of BGP  
          have changed  
 
       c) when a new BGP speaker connection has been established  
 
    The Phase 3 function is a separate process that completes when it has  
    no further work to do. The Phase 3 Routing Decision function is  
    blocked from running while the Phase 2 decision function is in  
    process.  
 
    All routes in the Loc-RIB are processed into Adj-RIBs-Out according  
    to configured policy. This policy MAY exclude a route in the Loc-RIB  
    from being installed in a particular Adj-RIB-Out. A route SHALL NOT  
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    be installed in the Adj-Rib-Out unless the destination, and NEXT_HOP  
    described by this route, may be forwarded appropriately by the  
    Routing Table. If a route in Loc-RIB is excluded from a particular  
    Adj-RIB-Out, the previously advertised route in that Adj-RIB-Out MUST  
    be withdrawn from service by means of an UPDATE message (see 9.2).  
 
    Route aggregation and information reduction techniques (see Section  
    9.2.2.1) may optionally be applied.  
 
    Any local policy that results in routes being added to an Adj-RIB-Out  
    without also being added to the local BGP speaker's forwarding table  
    is outside the scope of this document.  
 
    When the updating of the Adj-RIBs-Out and the Routing Table is  
    complete, the local BGP speaker runs the Update-Send process of 9.2.  
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 9.1.4. Overlapping Routes  
 
    A BGP speaker may transmit routes with overlapping Network Layer  
    Reachability Information (NLRI) to another BGP speaker. NLRI overlap  
    occurs when a set of destinations are identified in non-matching  
    multiple routes. Because BGP encodes NLRI using IP prefixes, overlap  
    will always exhibit subset relationships. A route describing a  
    smaller set of destinations (a longer prefix) is said to be more  
    specific than a route describing a larger set of destinations (a  
    shorter prefix); similarly, a route describing a larger set of  
    destinations is said to be less specific than a route describing a  
    smaller set of destinations.  
 
    The precedence relationship effectively decomposes less specific  
    routes into two parts:  
 
       - a set of destinations described only by the less specific route,  
         and  
 
       - a set of destinations described by the overlap of the less  
         specific and the more specific routes  
 
    The set of destinations described by the overlap represents a portion  
    of the less specific route that is feasible, but is not currently in  
    use. If a more specific route is later withdrawn, the set of  
    destinations described by the overlap will still be reachable using  
    the less specific route.  
 
    If a BGP speaker receives overlapping routes, the Decision Process  
    MUST consider both routes based on the configured acceptance policy.  
    If both a less and a more specific route are accepted, then the  
    Decision Process MUST install, in Loc-RIB, either both the less and  
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    the more specific routes or aggregate the two routes and install, in  
    Loc-RIB, the aggregated route, provided that both routes have the  
    same value of the NEXT_HOP attribute.  
 
    If a BGP speaker chooses to aggregate, then it SHOULD either include  
    all ASes used to form the aggregate in an AS_SET, or add the  
    ATOMIC_AGGREGATE attribute to the route. This attribute is now  
    primarily informational. With the elimination of IP routing  
    protocols that do not support classless routing, and the elimination  
    of router and host implementations that do not support classless  
    routing, there is no longer a need to de-aggregate. Routes SHOULD  
    NOT be de-aggregated. In particular, a route that carries the  
    ATOMIC_AGGREGATE attribute MUST NOT be de-aggregated. That is, the  
    NLRI of this route cannot be more specific. Forwarding along such a  
    route does not guarantee that IP packets will actually traverse only  
    ASes listed in the AS_PATH attribute of the route.  
 
 9.2. Update-Send Process  
 
    The Update-Send process is responsible for advertising UPDATE  
    messages to all peers. For example, it distributes the routes chosen  
    by the Decision Process to other BGP speakers, which may be located  
    in either the same autonomous system or a neighboring autonomous  
    system.  
 
    When a BGP speaker receives an UPDATE message from an internal peer,  
    the receiving BGP speaker SHALL NOT re-distribute the routing  
    information contained in that UPDATE message to other internal peers  
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    (unless the speaker acts as a BGP Route Reflector [RFC2796]).  
 
    As part of Phase 3 of the route selection process, the BGP speaker  
    has updated its Adj-RIBs-Out. All newly installed routes and all  
    newly unfeasible routes for which there is no replacement route SHALL  
    be advertised to its peers by means of an UPDATE message.  
 
    A BGP speaker SHOULD NOT advertise a given feasible BGP route from  
    its Adj-RIB-Out if it would produce an UPDATE message containing the  
    same BGP route as was previously advertised.  
 
    Any routes in the Loc-RIB marked as unfeasible SHALL be removed.  
    Changes to the reachable destinations within its own autonomous  
    system SHALL also be advertised in an UPDATE message.  
 
    If, due to the limits on the maximum size of an UPDATE message (see  
    Section 4), a single route doesn't fit into the message, the BGP  
    speaker MUST not advertise the route to its peers and MAY choose to  
    log an error locally.  
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 9.2.1. Controlling Routing Traffic Overhead  
 
    The BGP protocol constrains the amount of routing traffic (that is,  
    UPDATE messages), in order to limit both the link bandwidth needed to  
    advertise UPDATE messages and the processing power needed by the  
    Decision Process to digest the information contained in the UPDATE  
    messages.  
 
 9.2.1.1. Frequency of Route Advertisement  
 
    The parameter MinRouteAdvertisementIntervalTimer determines the  
    minimum amount of time that must elapse between an advertisement  
    and/or withdrawal of routes to a particular destination by a BGP  
    speaker to a peer. This rate limiting procedure applies on a per-  
    destination basis, although the value of  
    MinRouteAdvertisementIntervalTimer is set on a per BGP peer basis.  
 
    Two UPDATE messages sent by a BGP speaker to a peer that advertise  
    feasible routes and/or withdrawal of unfeasible routes to some common  
    set of destinations MUST be separated by at least  
    MinRouteAdvertisementIntervalTimer. This can only be achieved by  
    keeping a separate timer for each common set of destinations. This  
    would be unwarranted overhead. Any technique that ensures that the  
    interval between two UPDATE messages sent from a BGP speaker to a  
    peer that advertise feasible routes and/or withdrawal of unfeasible  
    routes to some common set of destinations will be at least  
    MinRouteAdvertisementIntervalTimer, and will also ensure that a  
    constant upper bound on the interval is acceptable.  
 
    Since fast convergence is needed within an autonomous system, either  
    (a) the MinRouteAdvertisementIntervalTimer used for internal peers  
    SHOULD be shorter than the MinRouteAdvertisementIntervalTimer used  
    for external peers, or (b) the procedure describe in this section  
    SHOULD NOT apply to routes sent to internal peers.  
 
    This procedure does not limit the rate of route selection, but only  
    the rate of route advertisement. If new routes are selected multiple  
    times while awaiting the expiration of  
    MinRouteAdvertisementIntervalTimer, the last route selected SHALL be  
    advertised at the end of MinRouteAdvertisementIntervalTimer.  
 
 9.2.1.2. Frequency of Route Origination  
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    The parameter MinASOriginationIntervalTimer determines the minimum  
    amount of time that must elapse between successive advertisements of  
    UPDATE messages that report changes within the advertising BGP  
    speaker's own autonomous systems.  
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 9.2.2. Efficient Organization of Routing Information  
 
    Having selected the routing information it will advertise, a BGP  
    speaker may avail itself of several methods to organize this  
    information in an efficient manner.  
 
 9.2.2.1. Information Reduction  
 
    Information reduction may imply a reduction in granularity of policy  
    control - after information is collapsed, the same policies will  
    apply to all destinations and paths in the equivalence class.  
 
    The Decision Process may optionally reduce the amount of information  
    that it will place in the Adj-RIBs-Out by any of the following  
    methods:  
 
       a) Network Layer Reachability Information (NLRI):  
 
          Destination IP addresses can be represented as IP address  
          prefixes. In cases where there is a correspondence between the  
          address structure and the systems under control of an  
          autonomous system administrator, it will be possible to reduce  
          the size of the NLRI carried in the UPDATE messages.  
 
       b) AS_PATHs:  
 
          AS path information can be represented as ordered AS_SEQUENCEs  
          or unordered AS_SETs. AS_SETs are used in the route  
          aggregation algorithm described in Section 9.2.2.2. They  
          reduce the size of the AS_PATH information by listing each AS  
          number only once, regardless of how many times it may have  
          appeared in multiple AS_PATHs that were aggregated.  
 
          An AS_SET implies that the destinations listed in the NLRI can  
          be reached through paths that traverse at least some of the  
          constituent autonomous systems. AS_SETs provide sufficient  
          information to avoid routing information looping; however,  
          their use may prune potentially feasible paths because such  
          paths are no longer listed individually in the form of  
          AS_SEQUENCEs. In practice, this is not likely to be a problem  
          because once an IP packet arrives at the edge of a group of  
          autonomous systems, the BGP speaker is likely to have more  
          detailed path information and can distinguish individual paths  
          from destinations.  
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 9.2.2.2. Aggregating Routing Information  
 
    Aggregation is the process of combining the characteristics of  
    several different routes in such a way that a single route can be  
    advertised. Aggregation can occur as part of the Decision Process to  
    reduce the amount of routing information that will be placed in the  
    Adj-RIBs-Out.  
 
    Aggregation reduces the amount of information that a BGP speaker must  
    store and exchange with other BGP speakers. Routes can be aggregated  
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    by applying the following procedure, separately, to path attributes  
    of the same type and to the Network Layer Reachability Information.  
 
    Routes that have different MULTI_EXIT_DISC attributes SHALL NOT be  
    aggregated.  
 
    If the aggregated route has an AS_SET as the first element in its  
    AS_PATH attribute, then the router that originates the route SHOULD  
    NOT advertise the MULTI_EXIT_DISC attribute with this route.  
 
    Path attributes that have different type codes cannot be aggregated  
    together. Path attributes of the same type code may be aggregated,  
    according to the following rules:  
 
       NEXT_HOP:  
          When aggregating routes that have different NEXT_HOP  
          attributes, the NEXT_HOP attribute of the aggregated route  
          SHALL identify an interface on the BGP speaker that performs  
          the aggregation.  
 
       ORIGIN attribute:  
          If at least one route among routes that are aggregated has  
          ORIGIN with the value INCOMPLETE, then the aggregated route  
          MUST have the ORIGIN attribute with the value INCOMPLETE.  
          Otherwise, if at least one route among routes that are  
          aggregated has ORIGIN with the value EGP, then the aggregated  
          route MUST have the ORIGIN attribute with the value EGP. In  
          all other cases,, the value of the ORIGIN attribute of the  
          aggregated route is IGP.  
 
       AS_PATH attribute:  
          If routes to be aggregated have identical AS_PATH attributes,  
          then the aggregated route has the same AS_PATH attribute as  
          each individual route.  
 
          For the purpose of aggregating AS_PATH attributes, we model  
          each AS within the AS_PATH attribute as a tuple <type, value>,  
          where "type" identifies a type of the path segment the AS  
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          belongs to (eg, AS_SEQUENCE, AS_SET), and "value" identifies  
          the AS number. If the routes to be aggregated have different  
          AS_PATH attributes, then the aggregated AS_PATH attribute SHALL  
          satisfy all of the following conditions:  
 
            - all tuples of type AS_SEQUENCE in the aggregated AS_PATH  
              SHALL appear in all of the AS_PATHs in the initial set of  
              routes to be aggregated.  
 
            - all tuples of type AS_SET in the aggregated AS_PATH SHALL  
              appear in at least one of the AS_PATHs in the initial set  
              (they may appear as either AS_SET or AS_SEQUENCE types).  
 
            - for any tuple X of type AS_SEQUENCE in the aggregated  
              AS_PATH, which precedes tuple Y in the aggregated AS_PATH,  
              X precedes Y in each AS_PATH in the initial set, which  
              contains Y, regardless of the type of Y.  
 
            - No tuple of type AS_SET with the same value SHALL appear  
              more than once in the aggregated AS_PATH.  
 
            - Multiple tuples of type AS_SEQUENCE with the same value may  
              appear in the aggregated AS_PATH only when adjacent to  
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              another tuple of the same type and value.  
 
          An implementation may choose any algorithm that conforms to  
          these rules. At a minimum, a conformant implementation SHALL  
          be able to perform the following algorithm that meets all of  
          the above conditions:  
 
            - determine the longest leading sequence of tuples (as  
              defined above) common to all the AS_PATH attributes of the  
              routes to be aggregated. Make this sequence the leading  
              sequence of the aggregated AS_PATH attribute.  
 
            - set the type of the rest of the tuples from the AS_PATH  
              attributes of the routes to be aggregated to AS_SET, and  
              append them to the aggregated AS_PATH attribute.  
 
            - if the aggregated AS_PATH has more than one tuple with the  
              same value (regardless of tuple's type), eliminate all but  
              one such tuple by deleting tuples of the type AS_SET from  
              the aggregated AS_PATH attribute.  
 
            - for each pair of adjacent tuples in the aggregated AS_PATH,  
              if both tuples have the same type, merge them together, as  
              long as doing so will not cause a segment with a length  
              greater than 255 to be generated.  
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          Appendix F, Section F.6 presents another algorithm that  
          satisfies the conditions and allows for more complex policy  
          configurations.  
 
       ATOMIC_AGGREGATE:  
          If at least one of the routes to be aggregated has  
          ATOMIC_AGGREGATE path attribute, then the aggregated route  
          SHALL have this attribute as well.  
 
       AGGREGATOR:  
          Any AGGREGATOR attributes from the routes to be aggregated MUST  
          NOT be included in the aggregated route. The BGP speaker  
          performing the route aggregation MAY attach a new AGGREGATOR  
          attribute (see Section 5.1.7).  
 
 9.3. Route Selection Criteria  
 
    Generally, additional rules for comparing routes among several  
    alternatives are outside the scope of this document. There are two  
    exceptions:  
 
       - If the local AS appears in the AS path of the new route being  
         considered, then that new route cannot be viewed as better than  
         any other route (provided that the speaker is configured to  
         accept such routes). If such a route were ever used, a routing  
         loop could result.  
 
       - In order to achieve a successful distributed operation, only  
         routes with a likelihood of stability can be chosen. Thus, an  
         AS SHOULD avoid using unstable routes, and it SHOULD NOT make  
         rapid, spontaneous changes to its choice of route. Quantifying  
         the terms "unstable" and "rapid" (from the previous sentence)  
         will require experience, but the principle is clear. Routes  
         that are unstable can be "penalized" (eg, by using the  
         procedures described in [RFC2439]).  
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 9.4. Originating BGP routes  
 
    A BGP speaker may originate BGP routes by injecting routing  
    information acquired by some other means (eg, via an IGP) into BGP.  
    A BGP speaker that originates BGP routes assigns the degree of  
    preference (eg, according to local configuration) to these routes  
    by passing them through the Decision Process (see Section 9.1).  
    These routes MAY also be distributed to other BGP speakers within the  
    local AS as part of the update process (see Section 9.2). The  
    decision of whether to distribute non-BGP acquired routes within an  
    AS via BGP depends on the environment within the AS (eg, type of  
    IGP) and SHOULD be controlled via configuration.  
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 10. BGP Timers  
 
    BGP employs five timers: ConnectRetryTimer (see Section 8), HoldTimer  
    (see Section 4.2), KeepaliveTimer (see Section 8),  
    MinASOriginationIntervalTimer (see Section 9.2.1.2), and  
    MinRouteAdvertisementIntervalTimer (see Section 9.2.1.1).  
 
    Two optional timers MAY be supported: DelayOpenTimer, IdleHoldTimer  
    by BGP (see Section 8). Section 8 describes their use. The full  
    operation of these optional timers is outside the scope of this  
    document.  
 
    ConnectRetryTime is a mandatory FSM attribute that stores the initial  
    value for the ConnectRetryTimer. The suggested default value for the  
    ConnectRetryTime is 120 seconds.  
 
    HoldTime is a mandatory FSM attribute that stores the initial value  
    for the HoldTimer. The suggested default value for the HoldTime is  
    90 seconds.  
 
    During some portions of the state machine (see Section 8), the  
    HoldTimer is set to a large value. The suggested default for this  
    large value is 4 minutes.  
 
    The KeepaliveTime is a mandatory FSM attribute that stores the  
    initial value for the KeepaliveTimer. The suggested default value  
    for the KeepaliveTime is 1/3 of the HoldTime.  
 
    The suggested default value for the MinASOriginationIntervalTimer is  
    15 seconds.  
 
    The suggested default value for the  
    MinRouteAdvertisementIntervalTimer on EBGP connections is 30 seconds.  
 
    The suggested default value for the  
    MinRouteAdvertisementIntervalTimer on IBGP connections is 5 seconds.  
 
    An implementation of BGP MUST allow the HoldTimer to be configurable  
    on a per-peer basis, and MAY allow the other timers to be  
    configurable.  
 
    To minimize the likelihood that the distribution of BGP messages by a  
    given BGP speaker will contain peaks, jitter SHOULD be applied to the  
    timers associated with MinASOriginationIntervalTimer, KeepaliveTimer,  
    MinRouteAdvertisementIntervalTimer, and ConnectRetryTimer. A given  
    BGP speaker MAY apply the same jitter to each of these quantities,  
    regardless of the destinations to which the updates are being sent;  
    that is, jitter need not be configured on a per-peer basis.  
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    The suggested default amount of jitter SHALL be determined by  
    multiplying the base value of the appropriate timer by a random  
    factor, which is uniformly distributed in the range from 0.75 to 1.0.  
    A new random value SHOULD be picked each time the timer is set. The  
    range of the jitter's random value MAY be configurable.  
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 Appendix A.  Comparison with RFC 1771  
 
    There are numerous editorial changes in comparison to [RFC1771] (too  
    many to list here).  
 
    The following list the technical changes:  
 
       Changes to reflect the usage of features such as TCP MD5  
       [RFC2385], BGP Route Reflectors [RFC2796], BGP Confederations  
       [RFC3065], and BGP Route Refresh [RFC2918].  
 
       Clarification of the use of the BGP Identifier in the AGGREGATOR  
       attribute.  
 
       Procedures for imposing an upper bound on the number of prefixes  
       that a BGP speaker would accept from a peer.  
 
       The ability of a BGP speaker to include more than one instance of  
       its own AS in the AS_PATH attribute for the purpose of inter-AS  
       traffic engineering.  
 
       Clarification of the various types of NEXT_HOPs.  
 
       Clarification of the use of the ATOMIC_AGGREGATE attribute.  
 
       The relationship between the immediate next hop, and the next hop  
       as specified in the NEXT_HOP path attribute.  
 
       Clarification of the tie-breaking procedures.  
 
       Clarification of the frequency of route advertisements.  
 
       Optional Parameter Type 1 (Authentication Information) has been  
       deprecated.  
 
       UPDATE Message Error subcode 7 (AS Routing Loop) has been  
       deprecated.  
 
       OPEN Message Error subcode 5 (Authentication Failure) has been  
       deprecated.  
 
       Use of the Marker field for authentication has been deprecated.  
 
       Implementations MUST support TCP MD5 [RFC2385] for authentication.  
 
       Clarification of BGP FSM.  
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 Appendix B.  Comparison with RFC 1267  
 
    All the changes listed in Appendix A, plus the following.  
 
    BGP-4 is capable of operating in an environment where a set of  
    reachable destinations may be expressed via a single IP prefix. The  
    concept of network classes, or subnetting, is foreign to BGP-4. To  
    accommodate these capabilities, BGP-4 changes the semantics and  
    encoding associated with the AS_PATH attribute. New text has been  
    added to define semantics associated with IP prefixes. These  
    abilities allow BGP-4 to support the proposed supernetting scheme  
    [RFC1518, RFC1519].  
 
    To simplify configuration, this version introduces a new attribute,  
    LOCAL_PREF, that facilitates route selection procedures.  
 
    The INTER_AS_METRIC attribute has been renamed MULTI_EXIT_DISC.  
 
    A new attribute, ATOMIC_AGGREGATE, has been introduced to insure that  
    certain aggregates are not de-aggregated. Another new attribute,  
    AGGREGATOR, can be added to aggregate routes to advertise which AS  
    and which BGP speaker within that AS caused the aggregation.  
 
    To ensure that Hold Timers are symmetric, the Hold Timer is now  
    negotiated on a per-connection basis. Hold Timers of zero are now  
    supported.  
 
 Appendix C.  Comparison with RFC 1163  
 
    All of the changes listed in Appendices A and B, plus the following.  
 
    To detect and recover from BGP connection collision, a new field (BGP  
    Identifier) has been added to the OPEN message. New text (Section  
    6.8) has been added to specify the procedure for detecting and  
    recovering from collision.  
 
    The new document no longer restricts the router that is passed in the  
    NEXT_HOP path attribute to be part of the same Autonomous System as  
    the BGP Speaker.  
 
    The new document optimizes and simplifies the exchange of information  
    about previously reachable routes.  
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 Appendix D.  Comparison with RFC 1105  
 
    All of the changes listed in Appendices A, B, and C, plus the  
    following.  
 
    Minor changes to the [RFC1105] Finite State Machine were necessary to  
    accommodate the TCP user interface provided by BSD version 4.3.  
 
    The notion of Up/Down/Horizontal relations presented in RFC 1105 has  
    been removed from the protocol.  
 
    The changes in the message format from RFC 1105 are as follows:  
 
       1. The Hold Time field has been removed from the BGP header and  
          added to the OPEN message.  
 
       2. The version field has been removed from the BGP header and  
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          added to the OPEN message.  
 
       3. The Link Type field has been removed from the OPEN message.  
 
       4. The OPEN CONFIRM message has been eliminated and replaced with  
          implicit confirmation, provided by the KEEPALIVE message.  
 
       5. The format of the UPDATE message has been changed  
          significantly. New fields were added to the UPDATE message to  
          support multiple path attributes.  
 
       6. The Marker field has been expanded and its role broadened to  
          support authentication.  
 
    Note that quite often BGP, as specified in RFC 1105, is referred to  
    as BGP-1; BGP, as specified in [RFC1163], is referred to as BGP-2;  
    BGP, as specified in RFC 1267 is referred to as BGP-3; and BGP, as  
    specified in this document is referred to as BGP-4.  
 
 Appendix E.  TCP Options that May Be Used with BGP  
 
    If a local system TCP user interface supports the TCP PUSH function,  
    then each BGP message SHOULD be transmitted with PUSH flag set.  
    Setting PUSH flag forces BGP messages to be transmitted to the  
    receiver promptly.  
 
    If a local system TCP user interface supports setting the DSCP field  
    [RFC2474] for TCP connections, then the TCP connection used by BGP  
    SHOULD be opened with bits 0-2 of the DSCP field set to 110 (binary).  
 
    An implementation MUST support the TCP MD5 option [RFC2385].  
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 Appendix F.  Implementation Recommendations  
 
    This section presents some implementation recommendations.  
 
 Appendix F.1. Multiple Networks Per Message  
 
    The BGP protocol allows for multiple address prefixes with the same  
    path attributes to be specified in one message. Using this  
    capability is highly recommended. With one address prefix per  
    message there is a substantial increase in overhead in the receiver.  
    Not only does the system overhead increase due to the reception of  
    multiple messages, but the overhead of scanning the routing table for  
    updates to BGP peers and other routing protocols (and sending the  
    associated messages) is incurred multiple times as well.  
 
    One method of building messages that contain many address prefixes  
    per path attribute set from a routing table that is not organized on  
    a per path attribute set basis is to build many messages as the  
    routing table is scanned. As each address prefix is processed, a  
    message for the associated set of path attributes is allocated, if it  
    does not exist, and the new address prefix is added to it. If such a  
    message exists, the new address prefix is appended to it. If the  
    message lacks the space to hold the new address prefix, it is  
    transmitted, a new message is allocated, and the new address prefix  
    is inserted into the new message. When the entire routing table has  
    been scanned, all allocated messages are sent and their resources are  
    released. Maximum compression is achieved when all destinations  
    covered by the address prefixes share a common set of path  
    attributes, making it possible to send many address prefixes in one  
    4096-byte message.  
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    When peering with a BGP implementation that does not compress  
    multiple address prefixes into one message, it may be necessary to  
    take steps to reduce the overhead from the flood of data received  
    when a peer is acquired or when a significant network topology change  
    occurs. One method of doing this is to limit the rate of updates.  
    This will eliminate the redundant scanning of the routing table to  
    provide flash updates for BGP peers and other routing protocols. A  
    disadvantage of this approach is that it increases the propagation  
    latency of routing information. By choosing a minimum flash update  
    interval that is not much greater than the time it takes to process  
    the multiple messages, this latency should be minimized. A better  
    method would be to read all received messages before sending updates.  
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 Appendix F.2. Reducing Route Flapping  
 
    To avoid excessive route flapping, a BGP speaker that needs to  
    withdraw a destination and send an update about a more specific or  
    less specific route should combine them into the same UPDATE message.  
 
 Appendix F.3. Path Attribute Ordering  
 
    Implementations that combine update messages (as described above in  
    Section 6.1) may prefer to see all path attributes presented in a  
    known order. This permits them to quickly identify sets of  
    attributes from different update messages that are semantically  
    identical. To facilitate this, it is a useful optimization to order  
    the path attributes according to type code. This optimization is  
    entirely optional.  
 
 Appendix F.4. AS_SET Sorting  
 
    Another useful optimization that can be done to simplify this  
    situation is to sort the AS numbers found in an AS_SET. This  
    optimization is entirely optional.  
 
 Appendix F.5. Control Over Version Negotiation  
 
    Because BGP-4 is capable of carrying aggregated routes that cannot be  
    properly represented in BGP-3, an implementation that supports BGP-4  
    and another BGP version should provide the capability to only speak  
    BGP-4 on a per-peer basis.  
 
 Appendix F.6. Complex AS_PATH Aggregation  
 
    An implementation that chooses to provide a path aggregation  
    algorithm retaining significant amounts of path information may wish  
    to use the following procedure:  
 
       For the purpose of aggregating AS_PATH attributes of two routes,  
       we model each AS as a tuple <type, value>, where "type" identifies  
       a type of the path segment the AS belongs to (eg, AS_SEQUENCE,  
       AS_SET), and "value" is the AS number. Two ASes are said to be  
       the same if their corresponding <type, value> tuples are the same.  
 
       The algorithm to aggregate two AS_PATH attributes works as  
       follows:  
 
          a) Identify the same ASes (as defined above) within each  
             AS_PATH attribute that are in the same relative order within  
             both AS_PATH attributes. Two ASes, X and Y, are said to be  
             in the same order if either:  
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               - X precedes Y in both AS_PATH attributes, or  
               - Y precedes X in both AS_PATH attributes.  
 
          b) The aggregated AS_PATH attribute consists of ASes identified  
             in (a), in exactly the same order as they appear in the  
             AS_PATH attributes to be aggregated. If two consecutive  
             ASes identified in (a) do not immediately follow each other  
             in both of the AS_PATH attributes to be aggregated, then the  
             intervening ASes (ASes that are between the two consecutive  
             ASes that are the same) in both attributes are combined into  
             an AS_SET path segment that consists of the intervening ASes  
             from both AS_PATH attributes. This segment is then placed  
             between the two consecutive ASes identified in (a) of the  
             aggregated attribute. If two consecutive ASes identified in  
             (a) immediately follow each other in one attribute, but do  
             not follow in another, then the intervening ASes of the  
             latter are combined into an AS_SET path segment. This  
             segment is then placed between the two consecutive ASes  
             identified in (a) of the aggregated attribute.  
 
          c) For each pair of adjacent tuples in the aggregated AS_PATH,  
             if both tuples have the same type, merge them together if  
             doing so will not cause a segment of a length greater than  
             255 to be generated.  
 
       If, as a result of the above procedure, a given AS number appears  
       more than once within the aggregated AS_PATH attribute, all but  
       the last instance (rightmost occurrence) of that AS number should  
       be removed from the aggregated AS_PATH attribute.  
 
 Security Considerations  
 
    A BGP implementation MUST support the authentication mechanism  
    specified in RFC 2385 [RFC2385]. The authentication provided by this  
    mechanism could be done on a per-peer basis.  
 
    BGP makes use of TCP for reliable transport of its traffic between  
    peer routers. To provide connection-oriented integrity and data  
    origin authentication on a point-to-point basis, BGP specifies use of  
    the mechanism defined in RFC 2385. These services are intended to  
    detect and reject active wiretapping attacks against the inter-router  
    TCP connections. Absent the use of mechanisms that effect these  
    security services, attackers can disrupt these TCP connections and/or  
    masquerade as a legitimate peer router. Because the mechanism  
    defined in the RFC does not provide peer-entity authentication, these  
    connections may be subject to some forms of replay attacks that will  
    not be detected at the TCP layer. Such attacks might result in  
    delivery (from TCP) of "broken" or "spoofed" BGP messages.  
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    The mechanism defined in RFC 2385 augments the normal TCP checksum  
    with a 16-byte message authentication code (MAC) that is computed  
    over the same data as the TCP checksum. This MAC is based on a one-  
    way hash function (MD5) and use of a secret key. The key is shared  
    between peer routers and is used to generate MAC values that are not  
    readily computed by an attacker who does not have access to the key.  
    A compliant implementation must support this mechanism, and must  
    allow a network administrator to activate it on a per-peer basis.  
 
    RFC 2385 does not specify a means of managing (eg, generating,  
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    distributing, and replacing) the keys used to compute the MAC. RFC  
    3562 [RFC3562] (an informational document) provides some guidance in  
    this area, and provides rationale to support this guidance. It notes  
    that a distinct key should be used for communication with each  
    protected peer. If the same key is used for multiple peers, the  
    offered security services may be degraded, eg, due to an increased  
    risk of compromise at one router that adversely affects other  
    routers.  
 
    The keys used for MAC computation should be changed periodically, to  
    minimize the impact of a key compromise or successful cryptanalytic  
    attack. RFC 3562 suggests a crypto period (the interval during which  
    a key is employed) of, at most, 90 days. More frequent key changes  
    reduce the likelihood that replay attacks (as described above) will  
    be feasible. However, absent a standard mechanism for effecting such  
    changes in a coordinated fashion between peers, one cannot assume  
    that BGP-4 implementations complying with this RFC will support  
    frequent key changes.  
 
    Obviously, each should key also be chosen to be difficult for an  
    attacker to guess. The techniques specified in RFC 1750 for random  
    number generation provide a guide for generation of values that could  
    be used as keys. RFC 2385 calls for implementations to support keys  
    "composed of a string of printable ASCII of 80 bytes or less." RFC  
    3562 suggests keys used in this context be 12 to 24 bytes of random  
    (pseudo-random) bits. This is fairly consistent with suggestions for  
    analogous MAC algorithms, which typically employ keys in the range of  
    16 to 20 bytes. To provide enough random bits at the low end of this  
    range, RFC 3562 also observes that a typical ACSII text string would  
    have to be close to the upper bound for the key length specified in  
    RFC 2385.  
 
    BGP vulnerabilities analysis is discussed in [RFC4272].  
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 IANA Considerations  
 
    All the BGP messages contain an 8-bit message type, for which IANA  
    has created and is maintaining a registry entitled "BGP Message  
    Types".  This document defines the following message types:  
 
          Name             Value       Definition  
          ----             -----       ----------  
          OPEN             1           See Section 4.2  
          UPDATE           2           See Section 4.3  
          NOTIFICATION     3           See Section 4.5  
          KEEPALIVE        4           See Section 4.4  
 
    Future assignments are to be made using either the Standards Action  
    process defined in [RFC2434], or the Early IANA Allocation process  
    defined in [RFC4020]. Assignments consist of a name and the value.  
 
    The BGP UPDATE messages may carry one or more Path Attributes, where  
    each Attribute contains an 8-bit Attribute Type Code. IANA is  
    already maintaining such a registry, entitled "BGP Path Attributes".  
    This document defines the following Path Attributes Type Codes:  
 
         Name               Value       Definition  
         ----               -----       ----------  
         ORIGIN              1          See Section 5.1.1  
         AS_PATH             2          See Section 5.1.2  
         NEXT_HOP            3          See Section 5.1.3  
         MULTI_EXIT_DISC     4          See Section 5.1.4  
         LOCAL_PREF          5          See Section 5.1.5  
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         ATOMIC_AGGREGATE    6          See Section 5.1.6  
         AGGREGATOR          7          See Section 5.1.7  
 
    Future assignments are to be made using either the Standards Action  
    process defined in [RFC2434], or the Early IANA Allocation process  
    defined in [RFC4020]. Assignments consist of a name and the value.  
 
    The BGP NOTIFICATION message carries an 8-bit Error Code, for which  
    IANA has created and is maintaining a registry entitled "BGP Error  
    Codes".  This document defines the following Error Codes:  
 
          Name                       Value      Definition  
          ------------               -----      ----------  
          Message Header Error       1          Section 6.1  
          OPEN Message Error         2          Section 6.2  
          UPDATE Message Error       3          Section 6.3  
          Hold Timer Expired         4          Section 6.5  
          Finite State Machine Error 5          Section 6.6  
          Cease                      6          Section 6.7  
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    Future assignments are to be made using either the Standards Action  
    process defined in [RFC2434], or the Early IANA Allocation process  
    defined in [RFC4020]. Assignments consist of a name and the value.  
 
    The BGP NOTIFICATION message carries an 8-bit Error Subcode, where  
    each Subcode has to be defined within the context of a particular  
    Error Code, and thus has to be unique only within that context.  
 
    IANA has created and is maintaining a set of registries, "Error  
    Subcodes", with a separate registry for each BGP Error Code.  Future  
    assignments are to be made using either the Standards Action process  
    defined in [RFC2434], or the Early IANA Allocation process defined in  
    [RFC4020]. Assignments consist of a name and the value.  
 
    This document defines the following Message Header Error subcodes:  
 
          Name                         Value        Definition  
          --------------------         -----        ----------  
          Connection Not Synchronized   1           See Section 6.1  
          Bad Message Length            2           See Section 6.1  
          Bad Message Type              3           See Section 6.1  
 
    This document defines the following OPEN Message Error subcodes:  
 
          Name                         Value        Definition  
          --------------------         -----        ----------  
          Unsupported Version Number     1          See Section 6.2  
          Bad Peer AS                    2          See Section 6.2  
          Bad BGP Identifier             3          See Section 6.2  
          Unsupported Optional Parameter 4          See Section 6.2  
          [Deprecated]                   5          See Appendix A  
          Unacceptable Hold Time         6          See Section 6.2  
 
     This document defines the following UPDATE Message Error subcodes:  
 
          Name                             Value    Definition  
          --------------------              ---     ----------  
          Malformed Attribute List           1      See Section 6.3  
          Unrecognized Well-known Attribute  2      See Section 6.3  
          Missing Well-known Attribute       3      See Section 6.3  
          Attribute Flags Error              4      See Section 6.3  
          Attribute Length Error             5      See Section 6.3  
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          Invalid ORIGIN Attribute           6      See Section 6.3  
          [Deprecated]                       7      See Appendix A  
          Invalid NEXT_HOP Attribute         8      See Section 6.3  
          Optional Attribute Error           9      See Section 6.3  
          Invalid Network Field             10      See Section 6.3  
          Malformed AS_PATH                 11      See Section 6.3  
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